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Applying peer-to-peer (P2P) architecture to online video games has already attracted both academic and industrial interests, since it removes the need for expensive server maintenance. However, there are two major issues preventing the use of a P2P architecture, namely how to provide an effective distributed data storage solution, and how to tackle potential cheating behaviors. Inspired by emerging blockchain techniques, we propose a novel consensus model called Proof-of-Play (PoP) to provide a decentralized data storage system that incorporates an anti-cheating mechanism for P2P games, by rewarding players that interact with the game as intended, along with consideration of security measures to address the Nothing-at-stake Problem and the Long-range Attack. To validate our design, we utilize a game-theory model to show that under certain assumptions, the integrity of the PoP system would not be undermined due to the best interests of any user. Then, as a proof-of-concept, we developed a P2P game (Infinity Battle) to demonstrate how a game can be integrated with PoP in practice. Finally, experiments were conducted to study PoP in comparison with Proof-of-Work (PoW) to show its advantages in various aspects.
1 INTRODUCTION

With the rapid development of electronic sports, live streaming, and the recent call for support of the metaverse concept \[18\], video games are embracing unprecedented prosperity. One popular type of game is match-based games in which two groups of players compete with one another for the final honor in every match. In particular, **Multiplayer Online Battle Arena (MOBA)** is a subset of match-based games, which have attracted considerable interest in recent years. Traditional match-based online games, such as *League of Legends*\(^1\) typically rely on a group of dedicated gaming servers. These client-server models are a centralized approach that unfortunately comes with a number of disadvantages, such as single-point-of-failure, possibly high maintenance costs for the dedicated servers, and inflexible operations.

**Peer-to-peer (P2P)** architecture provides an ideal solution to address the aforementioned issues due to its decentralized nature, and numerous works are actively supporting such an approach \[4, 5, 14, 48, 67\]. Decentralizing game servers would not only eliminate a large portion of the maintenance cost for developers, but would also allow game servers to scale automatically according to the number of players. The nature of decentralization also enables enthusiasts to sustain the game ecosystem for many years to come. As a result, the multiplayer system of many games, such as the *Monster Hunter* series,\(^2\) enjoys long-lasting popularity owing to its use of the P2P multiplayer solution.

Nevertheless, P2P solutions to-date never made a full-scale impact in the video gaming market. Some famous games now provide an option for running on P2P networks, but the gaming data can neither be authenticated nor permanently stored outside of an exclusive network \[66\]. Moreover, without a centralized authority, insincere users will try to tamper with their game data, which is usually stored locally, to achieve their interest, i.e., cheating. One of the examples that suffers from this problem would be the famous *Diablo II: Resurrected*.\(^3\) In *Diablo II*, part of its infrastructure relies on a P2P system, and so cheating clients can alter the in-game objects by manipulating their local data to defeat honest players in an unfair way. This discourages honest players from investing their time and money in the game, and therefore later on, Blizzard removed the peer-to-peer support for *Diablo II*, so that the game data is instead processed in a centralized but more secured manner (i.e., official dedicated servers) to prevent these potential security risks.

As an emerging technology, blockchain \[41\] provides a decentralized, transparent, and trustless data storage solution \[39, 73\]. In this case, a blockchain can be used as a decentralized database for storing gaming data for P2P games. This can ensure that nobody can interpolate or modify existing data, making blockchain a reliable and effective solution for the aforementioned problems. Generally, blockchain systems are categorized into three types in terms of accessibility: public blockchain,
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permissioned blockchain, and private blockchain. The latter two types assume the explicit existence of third parties to validate all users and transactions, weakening the credential of virtual items in an online game. As for public blockchain systems, consensus algorithms can be broadly categorized into two types: proof-based and voting-based. For proof-based models [2, 19, 38, 49], since every block requires verification by distributed methods (e.g., zero-knowledge proof) [44], they typically require a commitment of computational units. An example would be the famous “Bitcoin mining”, which requires committing CPU powers to host the blockchain. Layer-2, albeit cost-efficient to proceed with transactions, requires an endorsement/assistance from a third party, which impairs the decentralized feature of a blockchain. Besides, as the most common practice on Layer-2 blockchains, cross-chain applications are highly controversial, especially in terms of security performance. The recent Ronin Bridge Attack has attracted the public concerns and doubts on the feasibility of a Layer-2 blockchain. For vote-based models [29, 30, 64], e.g., Proof-of-Stake (PoS), they use stake-based algorithms to maintain a blockchain via a voting-related mechanism. If either model is applied to a P2P game, it would be unintuitive and require a commitment beyond playing the game, effectively barricading the majority of the gamer population. Specifically, since the direct implication of the nothing-at-stake problem would be that it is more likely to have forks in a blockchain (conflicts in data consensus), this increases the likelihood where game data of a player fail to be finalized on a blockchain. Furthermore, the economic model that maintains the stability of PoS may not be directly applicable for scenarios like video games, creating yet another overhead to implement blockchains in video games. To resolve this, we would need an application-specific blockchain that naturally integrates into the context of P2P games.

Considering that existing consensus models are not suitable for serverless match-based online games, we introduce a novel consensus model – Proof-of-Play (PoP) for this purpose. PoP serves as a middleware between P2P games and its exclusive blockchain, so that players play the P2P game off-chain and synchronize the game data to the chain when it ends. Our design achieves three goals as follows: (1) any game is theoretically supported since it is only a middleware from game to blockchain; (2) historical data stored on the blockchain will be genuine; and (3) the blockchain will operate for as long as the game will. We achieve these goals by having all players (i.e., PoP nodes, the blockchain users) to be miners, and setting it up so that playing the game is equivalent to mining a block. In PoP, the harder the player plays, the faster it mines. It is also designed to resist various attacks, such as Long-range Attack. Furthermore, none of the PoP nodes is required to keep running on a 24/7 basis, nor is there an incentive to. Instead, players run the blockchain because they play the games. All this combined consolidates a natural, secured, and decentralized gaming system.

PoP is constituted by three components – Internal Negotiation, Decentralized Surveillance, and Block Mining – and each contributes to an impeccable system. We summarize our contributions as follows:

- We present a novel PoP scheme for supporting P2P games. It consists of three innovative and effective processes: internal negotiation for reaching agreement among the players and protecting data integrity, decentralized surveillance for preventing illegal behaviours, and block mining for generating blocks for the blockchain.
- We formulate a game theory model to prove several theorems to support the effective operation of PoP under certain assumptions. In particular, we verify there is only one Nash equilibrium point such that all players should tell the truth to maximize their own interests.
• We present a game prototype (i.e., an open-source P2P game Infinity Battle [66]7) based on PoP for proof-of-concept purposes. It verifies the concept and operation of PoP using a real game.

• We discuss experimental/simulation results to compare PoP and PoW, highlighting the advantages in various aspects.

This paper is a follow-up work to two previous conference papers, namely, (I) Proof-of-Play: A Novel Consensus Model for Blockchain-based Peer-to-Peer Gaming System [70],8 and (II) Infinity Battle: A Glance at How Blockchain Techniques Serve in a Serverless Gaming System [66]. Other than the existing work, this paper includes comprehensive related work, discusses the PoP system in more detail, formulates a complete game theory model with theorems and provides more experimental and simulation results.

The rest of the paper is organized as follows: we first discuss the related works on the gaming system using blockchain in Section 2. Then, Section 3 presents the three components of the proposed Proof-of-Play consensus model, including Internal Negotiation, Decentralized Surveillance, and Block Mining. To validate the proposed model and to measure its efficiency, Section 4 provides numerical results for Internal Negotiation and Block Mining. Afterwards, the Infinity Battle, a P2P turn-based strategy game integrated with PoP, is introduced in Section 5. Finally, Section 6 summarizes the paper with conclusions and future research directions.

2 RELATED WORK

2.1 Peer-to-Peer Network and Online Games

The main feature of a P2P network is that each node is a resource provider as well as a resource requestor [23, 62]. In general, there are two categories of P2P networks – “Hybrid” and “Pure” [53]. In a pure peer-to-peer networking scenario, every node is equal and is a host of the network, whereas in a hybrid structure, there is a central committee to bootstrap the entire whole network. In general, peer-to-peer architecture is different than client-server architecture, in that all users maintain a backup version simultaneously, and they are always ready to bootstrap the network [57].

Over the years, P2P technologies have become more mature and have been applied in a wide range of areas, including the video game industry [3, 17, 21, 22, 24]. The idea [32] was initially proposed to enhance the scalability of Massively Multiplayer Games (MMGs), with two major research problems – optimizing system performance, and securing data synchronization. Many researchers have attempted to tackle these two problems and design various models. For example, system performance can be optimized by reducing network latency [1, 50, 54, 71], and data integrity is secured with proper detection and prevention of malicious data modification i.e., cheating [27, 28, 37, 63].

2.2 Blockchain and Blockchain Games

Blockchain comprises of a fixed sequence of blocks, where information written on each block is immutable. Using a pure P2P network architecture, a blockchain [41] is held and agreed on by all members of the system. In practice, a blockchain is represented as a single linked list, with a consensus mechanism as a protocol to govern the addition of each new block. All blocks are validated and protected by means of cryptographic methods. While blockchain was first proposed for supporting cryptocurrencies (e.g., Bitcoin [41]), it has now emerged to support P2P smart contracts in
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7 Code available at GitHub: https://github.com/HCSLab/InfinityBattle.
8 This conference paper received a Best Student Paper award from the 2019 ACM International Symposium on Blockchain and Secure Critical Infrastructure (BSCI’19).
general. There has also been the development of blockchain-based ecosystems, such as Ethereum [7]. Today, blockchain-enabled decentralized applications (dApps) have been developed in a wide range of areas, such as the IoT [15, 25, 45, 55], which is creating a new paradigm [9].

A blockchain game refers to a P2P game that operates over a blockchain system. Interactions between the players and the blockchain manifest as the players play the game [40]. Some public platforms, such as EOS 9 [26] and Ethereum 10 [7], provide blockchain as a service (BaaS) [31, 46, 52] to reduce the cost of development in building a private chain (e.g., for blockchain-based games). In recent years, many blockchain games [10, 40, 61] have emerged. For example, CryptoKitties, 11 a web-based kitty collection game, utilizes Ethereum to store the historical details of the game, including a kitty’s creation, breed, and trade. Players can give birth to a baby kitty by combining other kitties owned by the player, and sell kitties for virtual coins. So far, only turn-based or static web games can be found in the Ethereum library, due to the technical challenges involved in developing dynamic and real-time blockchain games. Blockchain games are promising, and more research is required.

2.3 Game-Related Consensus Models

A public blockchain system enjoys high flexibility that allows a user to join or leave the system freely [72]. Therefore, a consensus model is required to ensure that all participants agree on the same dataset in a distributed manner. For instance, under Proof-of-Work (PoW) [2], a well-known proof-based consensus algorithm, a block is verified only when its hash value is smaller than a threshold, which is dynamic and traceable on the mainchain.

Apart from general consensus models, there are also game-specific consensus models. These models are specifically designed for games, taking into consideration some special requirements. For example, BUFF 12 [58] introduces an optimized DPoS by electing 21 candidate nodes to generate the next block and reward successful miners. Naturally, decentralization is maintained since miners would not want to collude and hence undermine user trust in the blockchain. Huntercoin 13 adopts PoW and presents the concept of Human (or AI) mining: approximately 80% of new coins are obtainable by ordinary players while the rest are given to the miner as a reward; a transaction is conducted through a battle between two players.

2.4 Blockchain Security

Concerns over security on the blockchain continue to increase as it becomes increasingly popular, especially in the Fintech industry due to the explosion in popularity of Bitcoin [35, 36]. The following provides a summary of major threats that may weaken the reliability of existing blockchain consensus models.

Sybil Attack: An aggressor can initiate Sybil Attack [16] in a P2P architecture by creating numerous pseudonymous identities and using them to control the whole network, subverting trust in a blockchain. In a blockchain ecosystem, one of the most significant attacks is the 51% attack, which means that an attacker gains majority control of the distributed ledgers. PoW tackles this attack by ensuring that it is practically impossible for a node to control 51% of the total hashing power, and PoS alleviates it by reducing the incentive to attack due to its underlying economic theory [30].

9https://eos.io/.
11https://www.cryptokitties.co/.
12https://buff.game.
13https://xaya.io/huntercoin-legacy/.
Nothing-at-stake Problem: Due to network latency, some nodes may not be aware of some new blocks, so different nodes are committed to different versions of a blockchain, creating a fork. Due to this issue, an honest node should adapt the first-come principle to determine which fork should belong to the main chain when all forks have the same number of blocks. However, in some consensus algorithms, a miner can mine in different forks of the blockchain without spreading its mining resources too thinly. As a result, rationalists follow all forks to assure themselves they are getting more benefits as they mine on more chains. This is known as the Nothing-at-stake problem [6], which hinders the stability and the uniqueness of the main chain.

Long-range Attack: In this attack, an adversary attempts to fork a chain from a random position and make it longer than the main chain so that the new one can take its place. This illegal behavior is known as a long-range attack [12], which may occur in consensus models that do not require computational power, such as PoS. To tackle potential attacks, Nxt coin [64] sets a check-point for the system, indicating that modification is not allowed on a subchain where all blocks have at least 720 confirmations.

3 PROOF-OF-PLAY MODEL

In this paper, we propose a novel Proof-of-Play (PoP) scheme to seamlessly integrate a P2P game with a blockchain system. Different from other consensus models, users and miners are integrated, which means that a player is a block writer as well. Our main idea is that to the player, and there is no difference between playing and mining. Compared to incentive-driven blockchain systems, such as HunterCoin, it keeps the games focused on their innate nature, which is to provide entertainment.

There are three system components to realize these features, which are highlighted in Figure 1:

1. Internal Negotiation safeguards the integrity and consistency of the game data
2. Decentralized Surveillance enhances the effect of playing effort so as to avoid illegal behaviors occurring on the chain
3. Block Mining limits the quantity of valid blocks to control the writing process of the blockchain

To elaborate on Figure 1, assume there are $N$ different game matches waiting to be synchronized on the blockchain. In each group, all players will reach an agreement on the final result once the match ends. Then, the most valuable player (MVP) of the match will broadcast the result globally and compete with others for the next block writer. Before generating the new block, potential
nominees are supposed to detect unauthorized actions and jot down relevant details as evidence. Afterward, in the mining session, mathematical methods are adopted to validate the statistics and filter the blocks. When a valid block appears, it is immediately written to the blockchain. Consequently, these $N$ matches are included in the latest blockchain.

To explain the aforementioned system, the following three sections discuss each system element in detail. Last but not least, we identify the cheating issues in Section 3.4 and discuss how our proposed system defeats them case by case.

### 3.1 Internal Negotiation

As the first checkpoint in the system, Internal Negotiation seeks an agreement among all players as well as ensures the integrity of the game data. One of the first challenges here is to address malicious parties in the system that seek to sabotage and terminate the negotiation. Even more so, they may also forge match results that are beneficial for everyone to agree on, i.e., data that are the outcome of players’ collusion instead of a record of the match, even if the cost of forging is expensive. So, to address a PoP blockchain being compromised in this way, we propose the following techniques to avoid the risk of conspiracy and reduce the probability of counterfeit, securing the idea of Internal Negotiation.

Assume that players in a match have no acquaintance with one another and therefore, a result supported by the majority is regarded as the true result. Kraft [33] comes up with an idea called Shared Turns on how two players disclose their moves simultaneously, in essence a commitment scheme. We expand on his idea to acquire a result acknowledged by a majority of participants, which is shown in Figure 2. Jointly maintained by all members, a collection pool is used to collect all possible results stated by each player, and its operations are given as follows:

**Step 1:** Obtain everyone’s public key  
**Step 2:** Get the hash value of match data and the digital signature from all players  
**Step 3:** Validate each signature with the provided information  
**Step 4:** Ask each player for the game results  
**Step 5:** Verify each game result with the corresponding hash value

The partial/entire course of a match is included in the game result because it is a proof of play: the irreplaceable and dedicated playing efforts of the players. At the end of the collection pool, a result approved by the majority of players is available. The most valuable player (MVP) subsequently
wraps the result and broadcasts it globally. This negotiation step ensures that data will not be tampered with, since the signatures of all players must be presented for the data to be created.

Considering that a consensus may not be reached in some matches, a result determination mechanism is proposed in Section 3.1.1, encouraging everyone to be truthful in order to reach a consensus.

3.1.1 Trustworthiness in Internal Negotiation. Game theory makes use of mathematical models of strategic interactions among rational decision-makers in order to plan for best-case scenarios [47], with its application most widely known in economics as well as in various areas such as computing and algorithms. In a situation where a consensus cannot be reached for a match, we designed a game theory model to facilitate an agreement.

One of the key concerns of PoP is having a mechanism to address cheating behaviors in a match-based P2P game. Consider that there is only one true result, a failure in consensus (i.e., inconsistent match results during Internal Negotiation), which implies cheating behaviors. Definition 1 presents key notations throughout the section.

Definition 1 (Key Notation). Given a match-based game with \( n \) players in each team:

- Victory Team (VT) = \( \{w_1, \ldots, w_n\} \), Defeated Team (DT) = \( \{u_1, \ldots, u_n\} \). TL = VT \( \cup \) DT is a set of players in a match.
- \( \Sigma = \Sigma_{w_1} \times \cdots \times \Sigma_{w_n} \times \Sigma_{u_1} \times \cdots \times \Sigma_{u_n} \) is a set of strategy profiles, where \( \Sigma_k \) is a set of valid game results of Player \( k \), including a truth \( \sigma^{(t)}_k \) and a lie \( \sigma^{(l)}_k \).
- \( \sigma = \sigma_{w_1} \times \cdots \times \sigma_{w_n} \times \sigma_{u_1} \times \cdots \times \sigma_{u_n} \) represents one of the portfolios in \( \Sigma \), where \( \sigma \in \Sigma \), and \( \sigma_i \in \Sigma_i \) is a decision made by Player \( i \). Thus, \( \sigma_{-k} = \sigma \setminus \{\sigma_k\} \) is defined as any strategy profile \( \sigma \) without player \( k \)’s action.
- \( \Pi = \{\pi_{w_1}, \ldots, \pi_{w_n}, \pi_{u_1}, \ldots, \pi_{u_n}\} \) is a set of payoff functions evaluated at a value of \( \sigma \). It indicates a reward distribution scenario based on the list of results assembled by all players.

Prior to designing an appropriate game theory model, we first build up a revenue allocation mechanism for a P2P game. Inspired by a typical reward scheme implemented by match-based games (e.g., Honor of Kings), we design the following reward allocation mechanism, which depends on \( P \) and \( \gamma \).

Definition 2 (Reward Allocation Mechanism). The revenue allocation mechanism is designed/defined with the following constraints:

- The total reward for a match is \( P \). Therefore, for any revenue ratio \( \alpha \) in a valid game, the corresponding revenue is \( \alpha P \), which is rounded up to a positive integer to facilitate the computation by the Generating Function [34] in Proposition 1.
- There exists a scalar \( \gamma > 0 \) such that
  - Its half value is the minimum income for all players in any valid game result;
  - Suppose there exist two different game results, in which the revenues of Player \( i \) are \( \alpha_i \) and \( \tilde{\alpha}_i \). If \( \tilde{\alpha}_{MVP} \leq \alpha_{MVP} - \gamma \) holds, we have
    \[
    \forall i \in VT, \tilde{\alpha}_i \leq \alpha_i - \gamma / 2; \quad \forall i \in DT, \tilde{\alpha}_i \leq \alpha_i + \gamma
    \]
    Obviously, the minimum income can be defined manually by setting \( \gamma \). Additionally, \( \gamma \) can regulate the revenue allocation schemes. Apart from the mechanism designed above, we make the following assumption that the winners, losers and MVP can always be clearly identified in a match, even if the final results vary among the players.
Table 1. Winners’ and Losers’ Revenue (i.e., payoff matrix)

<table>
<thead>
<tr>
<th>VT Result</th>
<th>Truth</th>
<th>Lie</th>
</tr>
</thead>
<tbody>
<tr>
<td>Truth</td>
<td>$(\alpha_{w_i}, \alpha_{u_i})$</td>
<td>$(\alpha_{w_i}, 0)$</td>
</tr>
<tr>
<td>Lie</td>
<td>$(0, \alpha_{u_i})$</td>
<td>$(0, 0)$</td>
</tr>
</tbody>
</table>

$w_i$ and $v_i$ represent Winner $i$ and Loser $i$, respectively. For Player $m$, $\alpha_m$, $\alpha_m^\oplus$ and $\alpha_m^\otimes$ respectively indicate the award for the truth, VT’s fake result and DT’s lie. As for the value in the bracket, the first value indicates the revenue for Winner $i$, and the second one indicates the reward for Loser $i$. For example, $(\alpha_{w_i}, \alpha_{u_i})$ represents the revenue $\alpha_{w_i}$ for Winner $i$ and the reward $\alpha_{u_i}$ for Loser $i$, respectively. $(0, 0)$ for “DT lies” or “VT lies” means that MVP does not broadcast the match result globally.

Assumption 1 (Identification). For the game operation, there is a need to identify the key attributes of the match data. In this paper, we assume that under any circumstances (e.g., even if the final results are not consistent), the winners, losers, and MVP can still be identified.

Next, we must decide whether there is a result supported by a majority of players, so we can upload that match result to the blockchain as a validated result.

Consequently, we can classify the status of a match into Certainty and Confusion. Definition 3 presents how our model rewards each player under these two statuses.

Definition 3 (Model Design). To begin with, we design the model so that each match is rewarded with a certain amount of virtual coins (i.e., in-game currency). Then, we assign the reward or punishment depending on whether the current status is Certainty or Confusion.

- **Status = Certainty**: There is only one result supported by the majority of players, which is regarded as the finalized result i.e., consensus. In this case, every player receives the reward with respect to their playing effort during the match. Players providing a result that does not match the consensus one will not be rewarded.

- **Status = Confusion**: None of the results are supported by the majority of players. Then, the MVP decides whether the results should be broadcast. If no, all players will receive nothing (i.e., $\forall i \in TL, \pi_i = 0$). If yes, the MVP will select any match results proposed by the players in their own interest. Let the superscripts $\oplus$ and $\otimes$ distinguish the results provided by the winning team and the losing team(s). $\alpha_i$ indicates the reward of Player $i$ and therefore,
  - $\forall i \in VT, \pi_i = \alpha_i^\oplus - \alpha_i - \gamma$
  - $\forall i \in DT, \pi_i = \alpha_i^\otimes - \alpha_i^\oplus + \gamma$

By Definition 3, the proposed model is a positive-sum game when all players reach a consensus on the match result, where the system rewards all players for their honesty with freshly minted coins. However, if the system fails to distinguish a valid match result, the mechanism becomes a zero-sum game, where someone’s award is from others’ loss. In this case, the MVP can certainly attain non-negative revenue, because the MVP will do his/her best in his/her interest, i.e., negative income leads to a deduction from his/her virtual deposit such that he/she does not broadcast the game result. Even if the MVP broadcasts the game results, he/she is not allowed to compete for the next block writer, since the system cannot recognize their actual performance. Note that while most team players are expected to tell the truth, a team player may still tell a lie. In other words, in some cases, a team can have more than one result, and none comes to an agreement. Then, the
MVP will select the best one that maximizes his/her interest. Table 1 shows the payoff matrix of this model.

Note that as assumed at the beginning of Section 3.1, players in a match are not acquainted with one another, making them unlikely to collude. This enforces that a positive-sum game only exists for a consensus that is honest and truthful.

As mentioned before, a positive incentive motivates the MVP to broadcast the game result worldwide. Given a specific bias factor $\gamma$, it is a question whether the MVP can obtain a positive bonus when $Status = Confusion$. The following proposition targets releasing the concern by a mathematical formula.

**Proposition 1.** Suppose that the schemes of the revenue allocation are uniformly distributed. Given a specific value of $\gamma$, which is smaller than $\frac{2n-1}{n(2n+1)}$, the probability $\mu$ that the match appears on the blockchain when it does not have an agreement satisfies Equation 2:

$$
\frac{2(1 - \gamma n)nP - (\gamma + 1 - \gamma n)P + 2n - 1}{2n - 1} = \mu \left( \frac{2(1 - \gamma n)nP + 2n - 1}{2n - 1} \right)
+ (1 - \mu) \left( \frac{2(1 - \gamma n)nP - (1 - \gamma n)P + 2n - 1}{2n - 1} \right)
$$

**Proof.** Under Assumption 1, the total number of revenue allocations is not infinite. With the help of the Generating Function [34], the exact value can be calculated based on (1) the number of cases $S_a$ that the revenues sum up to $P$ for all clients, and (2) the number of invalid cases $S_b$ that the minimum revenue requirement in Definition 1 does not meet. Similarly, we then can acquire the number of cases that MVP will broadcast the unrecognized results (i.e., $Status = Confusion$) according to (3) the number of cases $S_c$ that the MVP receives the reward of more than or equal to a specific value (Note: invalid cases are included in $S_c$). Therefore, $\mu$ is equal to $(S_c - S_b)$ out of $(S_a - S_b)$, i.e., $\mu = \frac{S_c - S_b}{S_a - S_b}$. See Appendix A for full details.

Proposition 1 illustrates the relation between the value of the biased factor $\gamma$ and the probability $\mu$ that the MVP confirms and broadcasts the result. By calculation and the steps of the proof, the value of $\mu$ is always greater than 0. Next, it is necessary to evaluate the existence of $Status = Confusion$.

Nash equilibrium [42] is an important concept in game theory. It is proposed for a non-cooperative game with two or more players to find a balance point, where everyone can obtain an optimal solution regardless of others’ decisions. Formally, it is defined as the problem below.

**Problem Definition 1 (Nash Equilibrium).** For Player $i$, there is a special portfolio $\sigma^*_i \in \Sigma_i$. Let $\sigma^*_{-i}$ be the situation in which all players select the Nash equilibrium profile other than player $i$. The full strategy at the equilibrium point can then be written as $\sigma^* = (\sigma^*_i, \sigma^*_{-i})$. The following inequality is always valid.

$$
\forall \sigma_i \in \Sigma_i, \pi_i (\sigma^*_i, \sigma^*_{-i}) \geq \pi_i (\sigma_i, \sigma^*_{-i})
$$

The following theorem introduces the Nash equilibrium point of the proposed model.

**Theorem 1.** Under Assumption 1, every player tells the truth in Internal Negotiation to obtain the best reward.

**Proof.** The core idea of proving Theorem 1 is based on two points: (1) More than half of losers tell the truth, and (2) At least half of winners tell the truth. Therefore, it indicates that $Status = Confusion$ possibly does not exist. Under the circumstance of $Status = Certainty$, liar definitely earns nothing. Hence, the best scenario for every individual is to tell truth. See Appendix B for details.
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**Algorithm 1: Decentralized Surveillance**

**Input:** Main Chain $mc$ and Side Chain $sc$

**Predefined function** `Token(·)` ➤ A block’s token

**Predefined function** `Reported(·, ·)` ➤ Check if an illegal behavior is reported

**Predefined function** `Sum(·, ·)` ➤ Summarize an illegal behavior with evidence

```plaintext
1: illegals = []
2: for all (block_i, block_j) in (mc, sc) do
3:   if `Token(block_i) == Token(block_j)` then
4:     if `Reported(block_i, mc)` then
5:       illegals.append(`Sum(block_i, block_j)`)
6:     end if
7:   end if
8: end for
```

**Output:** illegals

### 3.2 Decentralized Surveillance

As previously discussed, it is possible that forked chains are encouraged due to the Nothing-at-stake problem, and this challenges the reputation and thus the usability of the blockchain. Every time a hard fork appears halves the market value of the blockchain system. A practical example would be Peercoin [30], where multiple versions of a chain referring to the same coinbase exist. Similarly, in PoP blockchain, a user may produce blocks on different forks with a token (i.e., an applicable match result). Currently, none of the PoS blockchains suffers a great loss from the Nothing-at-stake problem because the honest nodes in the system tend to refuse to build on forked chains so as to sustain the reputation of the blockchain. Nevertheless, potential vulnerabilities due to forked chains remain an issue that motivates us to address it, e.g., there is a higher risk of double-spending. Here, we present a censorship algorithm inspired by Verus Coin [59] and Casper [8].

Algorithm 1 illustrates the process of finding nodes that attempt to launch malicious attacks due to the Nothing-at-stake problem. It shows that a block is spiteful when its writer uses a match to mine different blocks in different forks. A potential writer can point out any of the attackers in the list in the coming block. If the block is accepted by all nodes, a serious sanction is immediately applied to the cheater (i.e., the award in that block is taken over by the informant and a large fine must be paid). If the adversary fails to pay the penalty, the adversary’s account will be blocked from the blockchain system.

Given that users are players that are committed to the game and hence the blockchain system, a community-driven surveillance system would likely be effective even without proper rewards. Yet, if rewards are to be implemented, one must scale the rewards as the amount of minted wealth increases in the game (i.e., inflation). Also, the rewards should be defined in a way that motivates users to report illegal mining (forking chains) within a certain time frame. This way, potential vulnerabilities can be avoided before malicious miners mine too many blocks on a forked chain.

Employing such a censorship algorithm can address both the Nothing-at-stake Problem and the Long-range Attack. For the Nothing-at-Stake problem, as mentioned, an intrinsic reward and a systemic fork identification using Algorithm 1 can encourage “cheat hunters” to hunt down malicious forks, and users will avoid supporting a fork. For the Long-range attack, a malicious fork is difficult to be created with as it requires extraordinary computational capabilities to generate playing efforts (mines), which are frequently hard to forge. Adding to the fact that, similar to the Nothing-at-Stake problem, a community will actively maintain the chain as it is, a malicious fork would find difficulties in being accepted. As such, the Long-range attack is avoided.
3.3 Block Mining

As the last step in the whole system, data conservation and synchronization is performed. With the previous two processes, gaming data integrity can be safeguarded and the act of play determined. Finally, we show how an act of play can be evaluated as a step in block mining. Figure 3 introduces how PoP produces a new block. It contains two parts. Effort Evaluator ensures the quality of the players’ gaming performance, while Block Selector controls the stability of the confirmation time.

3.3.1 Effort Evaluator. PoP requires almost zero energy (i.e., additional effort) to form an agreement. As a result, there can be a large number of valid producers for the next block, leading to a large number of orphan forks. Hence, limiting the number of players not only reduces internal network congestion, but also prompts players to put in sufficient effort in every competition. One of the ways to determine whether a player is eligible would be to rank this player against all players in terms of their performance (e.g., match scores), however that would be unfair since some players are simply better. So, we decide that self-performance should be the only influential factor, which can be based on whether the final evaluation reaches the threshold and/or whether the player makes progress compared to the past several matches. This way, every player can be a miner as they play the game at their own pace.

Note that in any online game, it is possible that players cannot be paired up with opponents of similar skill level, so a fair effort evaluator could be difficult to define, as players’ performance varies. For this, we can assume that the matchmaking process is competent at pairing players of similar skill levels, so that every match is sufficiently fair.

3.3.2 Block Selector. It is universally acknowledged there is only one block at an index. To avoid a large number of collisions, an appropriate formula should be used to limit the number of valid blocks, which controls the confirmation time within a stable and reasonable range. PoP is more energy-friendly as it does not require too many hashing operations. Instead, it uses a lottery-like approach and every time there is a new match, it checks who should be a block writer. Naturally, forks appear when there is more than one valid block. To address this issue, PoP leverages probabilistic finality to determine which one can be infinitely extended.

3.3.3 Finality Discussion. One important issue for a blockchain system is to design a mechanism that confirms whether a mined block should stay in a blockchain. Ideally, a mined block will immediately be broadcasted to all nodes, so that all nodes will start mining the next block. However, practically, a particular block heard by different workers should be at various timestamps due to propagation latency. Therefore, a collision of multiple mined blocks occurs from time to time. Finality describes how many blocks a blockchain should wait for before they are permanently added to the main chain. In relation to this issue, we introduce the following theorem to show
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the relationship between when a block is on PoP blockchain and the distribution of gaming lengths.

**Theorem 2.** There is a match-based game compromise with normal distribution, whose average gaming length is \( \bar{x} \) and the standard deviation is \( \sigma \). As for a \( \gamma \) confidence level, a permanent block should be confirmed by

\[
\text{The number of successive blocks} = \lceil \left( \bar{x} + z_{1-\gamma} \sigma \right) / T \rceil
\]

where the value of \( z_{1-\gamma} \) can be obtained from Z-table [56], \( T \) is expected confirmation time and \( [a] \) refers to the minimum integer, which is greater than or equal to \( a \).

**Proof.** Suppose there are two blocks containing the same game results with the same height of different forks. In probabilistic finality, all players in these blocks ought to have bias on which fork should continue excavating such that their reward can be used earlier. We assume the worst case that each fork is supported by 50% of users in the global network. Some players in this block start a new game immediately and become the next block writer. In order to gain the reward from the last block, they need to use the new blocks as votes to decide which one should be on the mainchain to realize a 51% consensus. As a result, other players’ influence on which fork is valid becomes trivial. Therefore, it is necessary to determine the maximum average game length representing the majority of players. Since it is difficult to measure using a time difference in a blockchain system, we subsequently leverage the number of confirmations instead. The steps are illustrated as follows:

1. **Maximum average game length:** According to the given statistics, using the Student’s t-distribution [56], a \( \gamma \) confidence interval is constructed as follows for the mean gaming length. With the amount of area in one tail \( \alpha = 1 - \gamma \), the level of significance is \( z_\alpha \), which can be attained from Student’s t-distribution [56] by assuming that the degree of freedom is infinity. Thus,

\[
UCL = \bar{x} + z_\alpha \sigma
\]

where \( UCL \) is the abbreviation of upper confidence limit, \( \bar{x} \) and \( \sigma \) are the average and the standard deviation of the global gaming length, respectively.

2. **Number of confirmations:** Knowing that the expected time difference between two successive blocks is \( T \), we can find out how to determine a block is on the chain by the confirmation time length and the average time length for block producing. \( \square \)

### 3.4 Security Discussion on Cheating Issues

Cheating is a serious issue in the P2P gaming system, which happens via tampering with gaming records or historical transaction records. Without proper disposal, it hinders a game’s playability. In this subsection, we list major cheating issues and discuss how our proposed PoP system resolves these challenges.

1. **Tampering the transaction records:** Adversaries may attempt to alter their game data to provide them as many competitive advantages as possible. In the blockchain system, every interactions that alter the essential game data is recognized by the blockchain system. As a result, there is no way for adversaries to revoke previous records or create invalid records, even if they launch attacks like a long-range attack.

2. **Changing the game results:** If the gaming records are already on the blockchain, no one can change the records. As for the results pending synchronization, adversaries are not able to reverse, because they cannot modify other players’ signatures on the gaming procedures.
(3) **Adding the invalid game results**: Before posting a block on the blockchain, block writers ensure that the game results are valid. Also, if a block contains invalid game results, the users will not accept the block. This indicates that any invalid game results cannot be stored on the blockchain.

(4) **Updating with the forged game results**: Adversaries are able to post forged game results in the phase of Internal Negotiation. However, it is less likely to collude with the players from another team. Therefore, if the players are rational, the game theory model drives the players to disclose the truth and presumably punishes the liars with zero reward.

(5) **Pretending to be multiple players**: This is possible in our proposed blockchain system only when adversaries launch autoplay bots, i.e., an AI system can play the game like a human \[65, 68, 69\]. As mentioned in Section 3.1, launching the bots to disrupt the blockchain not only is expensive, but also there is very little real-world economic benefit. As a result, majority of the players will tend to be honest, thus keeping the blockchain secured without data tampering, as we mentioned in Section 3.3.

4 NUMERICAL RESULTS AND DISCUSSIONS

4.1 Internal Negotiation

In Section 3.1.1, a game theory model has been proposed to encourage all players to tell the truth. However, behavioral game theory \[11\] points out that, in reality, people may make a decision contradictory to the rational one. To gain a better understanding of real-life cases, inspired by \[20, 43, 60\], we conducted an evolutionary game-theoretical simulation to evaluate the trustworthiness of Internal Negotiation.

Our simulation experiment is written in Python. It runs on a PC with a single Intel i7-8550U CPU, a RAM with 16GB and a GPU with NVIDIA GeForce MX150. Details of the experimental settings will be described in Section 4.1.1 and the analysis of the simulation will be presented in Section 4.1.2.

4.1.1 Simulation Setup. In order to compromise with Assumption 1, we randomly allocated revenue with a certain percentage to all players. When the final result was ambiguous, the MVP selected and broadcast two different results, one from the victorious team and the other from the defeated team (i.e., based on their benefits). That means, two results, one for the winners and the other for the losers, are deliberately designated such that the information can be successfully recorded in the blockchain. Each player makes a decision to tell the truth or lie.

This simulation is an evolutionary process of players’ honest probability\[14\] and built on the assumption that players are selfish and only make choices to maximize their own revenue. With this assumption, we show that at the steady state, the decisions of all players will eventually converge according to the payoff function, where all players tell the truth.

We simulated the process on 2V2 and 5V5 games, which are common types of match-based games. In each set of simulation experiments, the \(\gamma\) value in the payoff function should first be defined. Next, we define all players as having the same honest probability and who tended to be dishonest at the beginning, where Player \(m\)’s honest probability was initially denoted as:

\[
\begin{align*}
    P_m &= \text{init}_\text{pr} \\
\end{align*}
\]  

(6)

In each iteration, all players were randomly divided into \(N\) matches and performed Internal Negotiation. They needed to make a decision based on a given match result. For any player \(m\) in a particular iteration, there are only two decisions (i.e., honesty or dishonesty), and the decision

---

\[14\] Honest probability is defined as the chance that a player tells the truth when he/she can earn more in an ambiguous case.
a player makes is solely based on $P_m$, regardless of the marginal benefit one gains relative to the alternative decision. After all members of a match made a decision, the MVP disclosed the final revenue allocation. Then, for any player $m$, the proportion of revenue allocation is $dis_m$ and the reward in this match is $gain_m$, which can be both positive and negative, and the wealth is defined as:

$$Wealth_m = Wealth_m + gain_m$$ (7)

Regardless of the effect of actual income in a 2V2 game, Player $m$’s bonus $gain_m$ is an element of a set $\{1, 0, -1\}$, which respectively refers to positive income (i.e., $dis_m > 0$), zero income (i.e., $dis_m = 0$) and negative income (i.e., $dis_m < 0$). As for a 5V5 game, we assume each match under the condition $Status = Certainty$ mints 100 coins. And we take real income into consideration, where $gain_m = \text{int}(100 \times dis_m)$.

If a player gains a negative reward due to being dishonest (i.e., cheating), one will increase the honest probability by a constant value $\alpha$. If a player receives negative income as a result of being honest, the player will immediately set the honest probability to 0, setting up the player to always be dishonest when confronted with an ambiguous case. Hence, the intermediate honest probability throughout the self-adjustment function can be presented as follows:

$$P_m^* = \begin{cases} 
\min((1 + \alpha)P_m, 1) & \text{if } gain_m < 0 \& \text{Lie} \\
0 & \text{if } gain_m < 0 \& \text{Truth but can lie} \\
P_m & \text{Otherwise}
\end{cases}$$ (8)

After self-adjustment, each player further updates their honest probability with reference to the wealth of other players in the same match. This adjustment is necessary for our simulation since players will compare their strategy to that of other players to optimize and thus maximize their reward. The idea is that every player will adjust their honest probability closer to that of those players with more or equal wealth than they have. The way to adjust honest probability in such a way can be represented as below:

$$P_m = \frac{\sum_i P_i^* \cdot Wealth_i \cdot (Wealth_i \geq Wealth_m)}{\sum_i Wealth_i \cdot (Wealth_i \geq Wealth_m)}$$ (9)

where $i$ indicates the $i^{th}$ player. The iteration of the simulation continues until the system reaches a steady-state, in which all the players stop adjusting their honest probability.

### 4.1.2 Simulation Result

In this section, we analyze the simulation data from the beginning until the system reaches a steady state. Figure 4 illustrates the results of a 2V2 game, while Figure 5 presents the results of a 5V5 game.

As shown in Figures 4(a) and 5(a), if the number of matches is sufficiently large, both overall weighted probability converge to 1. That means, at steady state, all players will eventually become 100% honest. The result validates the game theory model, showing that the payoff function effectively changes people’s minds in real-life cases.

Next, we look at the changing tendency of a player’s honest probability from other aspects. Figure 4(b) shows that a player gradually becomes honest with an increasing number of matches earning a positive bonus. In Figure 5(b), it can be seen that a player with more wealth is likely to tell the truth.

**Convergence speed:** Although all can reach a steady state, convergence speed is another important factor for consideration. Each iteration means one single match, and a faster convergence rate indicates that players require fewer matches to become honest. As shown in Figures 4(a) and 5(a), the number of players does not influence the final convergence rate. Furthermore, the effect of
alpha is more significant than the effect of the initial probability. The result shows that a flexible player spends less time solidifying the thought that honesty is the best choice in all cases, even if the player lies in the beginning. There is an interesting phenomenon by comparing Figures 4(a) and 5(a). As shown in Figure 4(a), we intuitively hold the view that a larger adjustment value (i.e., gamma) leads to a faster convergence rate because a player is less likely to earn by telling a lie. However, we find a contrary finding in Figure 5(a). In accordance with Figure 5(b), a possible explanation for the unusual phenomenon is that with a large adjustment value, all players receive zero bonus in the early stage, which slows down the convergence speed. In fact, an optimal value may exist for biased factor (i.e., $\gamma$) such that the system reaches steady-state with the smallest number of matches.

4.1.3 Empirical Discussion for Cheating on Game Results. This experiment is built on the assumption that players are rational to make a decision and update the lying probability to the best
of their interests. It is noted that the players’ rehabilitation process is independent from block mining, although it may affect the average confirmation time, and some uncertain match results can be added to the blockchain. Based on the numerical results, we notice that players will eventually become honest regardless of the initial settings, although the convergence speed differs. In other words, as long as a P2P game is adopting the PoP blockchain, all rational players finally opt to disclose the truth only, notwithstanding that they can obtain a better reward from a fake result.

4.2 Block Mining

We discussed the mining process in Section 3.3. To investigate its performance, we evaluated it experimentally from the perspective of efficiency, fairness and stability. We first introduce the experimental setup in Section 4.2.1. Next, based on the empirical study result, we discuss the advantages of PoP in comparison with PoW in Section 4.2.2.

4.2.1 Experimental Setting. In a highly decentralized blockchain system, a valid block should satisfy the following mathematical formula:

\[
\text{SHA256(SHA256(Block Kernel))} \leq \text{Target Value} \tag{10}
\]

where Block Kernel contains the sensitive data/information of a block (i.e., for protecting data integrity so that data cannot be changed). Note that in PoW, Block Kernel also includes a nonce. For both PoP and PoW, the target value is defined as:

\[
\text{Target Value} = \frac{\text{Initial Target Value}}{\text{Difficulty}} \tag{11}
\]

where the minimum and initial value of difficulty is 1. In terms of initial target value, PoP is assigned with a fixed constant, while PoW is determined by a range of nonce value, which is written as:

\[
\text{Initial Target Value} = \frac{2^{256}}{\text{range of the value of nonce}} \tag{12}
\]

As mentioned in Section 3.3, in PoP, eligible block writers should be selected by the effort evaluator, which is prior to validating a block. In this experiment, the effort evaluator selects eligible MVPs according to their gaming performance (i.e., the grade of a specified match), the threshold of which is dynamic and based on the previous block. A valid block writer should achieve a better performance than the expected one, which is calculated by the average performance of the top 10% of players in the last block. On average, only 5% of MVPs can pass the effort evaluator.

To simulate actual implementation, we collect match data from OpenDota and assume that no players tell lies. We build up the environment with a cluster, which is equipped with OpenMPI, 10 CPU and 400GB RAM. It is assumed that the total number of players is far more than 10. Hence, PoW and PoP use different strategies to tackle inconsistent issues as explained below:

As users/players and miners are separated in PoW, we assume there are only 36 full nodes throughout the global network, which means that only 36 miners sustain the block production. As for PoP, as players and miners are not separated, a distributed system will randomly assign eligible players to one of the background nodes, which neither acts as a transit node nor intervenes in the mining process.

The number of matches is uniformly distributed every second. In each experiment, we only evaluate with 300 successive blocks. The difficulty value will always be 1 in all experiments.

4.2.2 Experimental Analysis. For PoW, we vary the block frequency generation by reducing the nonce range, so as to decrease the difficulty value. Although tuning the difficulty value can also affect the PoP block producing rate, a more important factor is the number of matches in every second. Based on the block frequency of each experiment, we classify the results into three levels: Low, Medium, and High. For the result of the medium frequency, an experiment on average creates blocks in a range between 0.75 and 1.25 blocks every 12 seconds, while low and high ones respectively refer to two uncovered sides. Figure 6 presents the final results.

**Hashing time:** Hashing time can indicate how much computational power is consumed in supporting a consensus model. Figure 6(a) shows that with increasing block frequency, PoW gradually declines, while PoP remains relatively stable at a low level. It can be seen that PoP always uses less hashing time to produce a new block. In other words, PoP is more energy efficient than PoW. Furthermore, a valid PoP block can be produced with a constant amount of hashing, showing its stability advantage.

**Propagation time:** Propagation time refers to the time required from the creation of a block to the entire network receiving it. Figure 6(b) shows that as the block frequency increases, the propagation time of both PoP and PoW goes down. Although their differences become smaller as block frequency rises, the propagation time for PoP is always lower, indicating that the size of a PoP block is smaller than that of a PoW block. In other words, PoP is more efficient in terms of block creation.

**Match results:** In a PoP system, miners earn bonuses through the synchronization of match results. A fair system should let users receive a similar reward for mining blocks. Considering that the transaction fee of a match is fixed, the standard deviation of the number of matches in a block reflects its fairness. Figure 6(c) indicates that the standard deviation for PoP is quite stable, while the standard deviation for PoW is quite high at low block frequency. Also, the standard deviation of PoP is always smaller than that of PoW, indicating that PoP can perform better than PoW in terms of fairness.

**Confirmation time:** Confirmation time refers to the time interval between two successive blocks. Hence, the standard deviation of the confirmation time reflects whether blocks are produced on a regular basis. Figure 6(d) shows that the standard deviation of confirmation time for PoW declines dramatically as block frequency increases, while that of PoP decreases slightly. This means that at a higher block frequency, blocks are produced more steadily for both PoP and PoW. As the standard deviation of confirmation time for PoP is always smaller than that for PoW, it indicates that PoP is more stable than PoW in terms of block production.

4.2.3 Numerical Discussion on General Attacks. Next, we investigate the possibility of long-range attack through experiments. To study this important issue, we conducted the following experiments with real-life implementation based on the following assumption. Suppose there are 100 users who play a 2V2 game for an hour. The gaming duration follows a Gaussian Distribution
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Fig. 7. Various settings of block distribution.

Table 2. Index of when the Chain with More Users is Dominant

<table>
<thead>
<tr>
<th>Group</th>
<th>1/99</th>
<th>10/90</th>
<th>25/75</th>
</tr>
</thead>
<tbody>
<tr>
<td>Index</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>

with a mean of 120 seconds and a standard deviation of 30 seconds. These players are divided into two groups to mine for different forks. To allow more opportunities for producing a new block, the threshold of Effort Evaluator of the upcoming block is set to the mean of MVPs’ performance in the last block. By doing so, about half of the MVPs can become potential block writers.

Figure 7 shows the final length of each fork. Apparently, a group with more users always creates a longer chain than a group with fewer users. The result indicates that an adversary without more than 51% of playing efforts will find it difficult to change the blockchain. Especially in the case of well-known games, long-range attack is almost impossible because an attacker can hardly create a new fork with the required playing efforts and add it to the blockchain.

Apart from security, it is worth discussing the finality issue. Nakamoto\(^{41}\) and Buterin\(^{16}\) discuss this issue by making a common assumption that the computational power occupied by an adversary is no more than 25% of total computational power, and the probability of reverting an existing chain is no more than 0.1%. Based on this assumption, Table 2 presents when a chain with more users has the dominant position. Then, by considering Theorem 2 with a confidence level of 99.9%, we can draw a conclusion that a permanent block should be accepted after receiving 12 confirmations. As we can see in Table 2, the empirical result is within the bounds of the theoretical result, indicating that our analysis should be valid.

5 PROTOTYPE IMPLEMENTATION

Infinity Battle\(^{66}\), an open-source 2V2 turn-based strategy game, is a test bed to show how our model works in a real-life case. We modify this game with communication to our middleware that synchronizes players’ data using our PoP-powered blockchain. The game is developed with Unity 2018.2.15f1, while blockchain system is developed with Python 3.

Figure 8 shows the process of integrating PoP with a serverless game. Generally, in terms of a blockchain system, it is divided into two phases – offchain and onchain. At first, a player sets the username and specifies the port number at Login page, while the blockchain system configures this related information in the background. Next, the player enters the welcome page. On this page, one can glance at the heroes, and start playing the game or log out. If a player decides to play the game, a matchmaking node helps the player search for a potential teammate and opponent. If a match...

\(^{16}\)https://blog.ethereum.org/2016/05/09/on-settlement-finality/.
is successfully created, the player enters the battlefield. After the match ends, the corresponding
game result will be processed to store on the blockchain. Based on the PoP consensus model, the
 correponding match is included in a new block.

Generally speaking, the game can be divided into three phases, namely **matchmaking**, **gaming
session**, and **global synchronization** (i.e., onchain process). The following three subsections
elaborate these three components part by part and introduce the technique behind each phase.

### 5.1 Matchmaking

As the first stage in all multiplayer online games, matchmaking considers numerous factors such as
network latency and skill level, and it is the most complex part of a game [1]. To simplify our work
on the P2P matchmaking task and preserve the feature of decentralization, we assume that there
are a large number of matchmaking nodes all around the world, but there is no connection between
any two of them. Consequently, each matchmaking node forms a group only with those players
who are connecting to it. In Infinity Battle, there are four players simultaneously connecting to a
matchmaking node, and a new match is successfully created. Generally speaking, we assume the
matchmaking nodes group up with four comparable players for a new match.

### 5.2 Gaming Session

Coordinating with the matchmaking node, a group of players form a pure P2P network [53]. They
are divided into two teams, and all of them enter the battlefield and start the gaming session.
During the gameplay, each player independently broadcasts the actions to all other nodes using
the User Datagram Protocol.

Before the battle starts, each player chooses a unique character. Then, in each round, a player can
play the game using one of the three predefined attack methods. Although some skills/methods
are more powerful, players cannot use all skills and methods in every round. If a character dies, it
will be reborn after a certain number of rounds. Furthermore, that character’s teammates become
stronger before the character is reborn. The game ends when all characters on one team die.

### 5.3 Global Synchronization

After the gameplay, relevant data will be saved to a distributed storage system based on our pro-
posed model PoP. Since Unity requires to code with C#, PoP using Python provides an API for the
game developers to call such that the game results can be broadcast worldwide.

After calling the API from a P2P game, e.g., Infinity Battle, clients launch **Internal Negotiation**
and disclose the digital signature on the playing records to other participants. When they receive
all the signatures from other participants, they expose the playing records for verification. To
avoid the records modified by some malicious parties, clients post a digital signature based on the collected information. Then, MVP of the match packs up all the information and broadcast it to all active blockchain holders. Alternatively, this process can be done via Gossip protocol [13, 51]. If MVP has remarkable performance in the game, he/she is capable to compete for the next block writer. This is an automatic process, which implements at the backstage and includes Decentralized Surveillance and Block Mining, and does not hinder the player to start a new match.

6 CONCLUSION

This paper shows a distributed storage system for general P2P games by leveraging blockchain techniques with a consensus model, PoP, which provides data storage functions as well as a guarantee of communication security. It acts as a middleware, containing three core components: Shared Turns, Decentralized Surveillance, and New Block Producing. With these components, PoP is robust enough to secure the data integrity, resist various attacks and uphold the blockchain reputation. We further demonstrated PoP with a game Infinity Battle implementation. Compared to three well-known consensus models, PoP has distinct dominant features: it is more efficient, more secure, more decentralized, and fairer.

This paper serves to demonstrate that P2P architecture for online games could be a practical option by leveraging blockchain. With blockchain, the long-envisioned decentralization of online games could finally be achieved without potential cheating and disruptive behaviors. This would be a perfect system, in which developers can finally eliminate the need for server maintenance, without fear of compromising the gaming experience of players; and with the gaming community able to maintain itself using blockchain as a long-lasting and reliable storage overhead, without the fear of termination of developers’ support.

APPENDICES

A APPENDIX 1: PROOF OF PROPOSITION 1

According to Definition 3, it is a zero-sum game when Status = Confusion. Let \( \{\xi_{w1}, \ldots, \xi_{wn}, \xi_{u1}, \ldots, \xi_{un}\} \) be the revenue distribution among all players, where \( \xi_i = a_i^{\oplus} - a_i^{\otimes} \). By Definition 1, every player can obtain a minimum proportion reward of \( \gamma/2 \). There are \( 2n \) players throughout the whole system and consequently, the maximum proportion is \( 1 - \frac{1}{2}(2n - 1) \) for a player’s revenue. As a result, the range of the distribution is between \( \frac{\gamma}{2} \) and \( 1 - \frac{1}{2}(2n - 1) \), which means \( \xi_i \in (\gamma n - 1, 1 - \gamma n) \). Specifically, MVP’s income should be greater than \( 1/2n \) because MVP’s revenue is higher than the averaging level. According to Definition 3, MVP has a chance to broadcast the result when \( \xi_{MVP} > \gamma \). We consider the maximum interval for MVP and therefore, the applicable range for the biased factor \( \gamma \) should be:

\[
1 - \frac{\gamma}{2}(2n - 1) - \frac{1}{2n} > \gamma \implies \gamma < \frac{2n - 1}{n(2n + 1)}
\] (13)

A common practice to determine the number of eligible cases is by means of Generating Function [34]. This method requires the use of positive integers. According to the boundary of \( \xi_i \) and the precision \( P \) (Note: for the satisfaction of the minimum unit of the system), we can convert \( \{\xi_{w1}, \ldots, \xi_{wn}, \xi_{u1}, \ldots, \xi_{un}\} \) into positive integers: Let \( \zeta_i = (\xi_i + 1 - \gamma n)P \), such that \( \zeta_i \in [0, 2(1 - \gamma n)P] \). Therefore, we need to determine the number of solutions to the following equation:

\[
\zeta_{w1} + \cdots + \zeta_{wn} + \zeta_{u1} + \cdots + \zeta_{un} = 2(1 - 2\gamma n)nP
\] (14)
We first compute the number of schemes when \( \zeta_i \geq 0 \). The number is equal to the coefficient of \( x^{(2(1 - \gamma)n)P} \) in the generating function:

\[
f(x) = (1 + x^1 + x^2 + \ldots)^{2n}
\]

Thus, based on the generic methodology in [34], the solution to it should be:

\[
S_a := \frac{(2(1 - \gamma)n)P + 2n - 1}{2n - 1}
\]

As mentioned before, there is a boundary for \( \zeta_i \). Consequently, the case is invalid when a \( \zeta_i \) that is larger than or equal to \( 2(1 - \gamma)n \) exists. Likewise, the number of invalid cases should be:

\[
S_b := \frac{(2(1 - \gamma)n)P - 2(1 - \gamma)n)P + 2n - 1}{2n - 1}
\]

In order to find someone’s revenue that is greater than or equal to \( \gamma \), which means \( \zeta_i \geq (\gamma + 1 - \gamma)n \). Likewise, the number of corresponding cases can be found as follows:

\[
S_c := \frac{(2(1 - \gamma)n)P - (\gamma + 1 - \gamma)n)P + 2n - 1}{2n - 1}
\]

Considering the constraints of the biased factor \( \gamma \), we know that the magnitude among \( S_a \), \( S_b \) and \( S_c \) should be: \( S_a > S_c > S_b \). With \( S_a \), \( S_b \) and \( S_c \), there are a total of \( (S_a - S_b) \) valid cases, among which only \( (S_c - S_b) \) cases can synchronize with the blockchain system. We denote \( \mu \) as a probability that MVP obtains a positive revenue. Based on the statement above, we have:

\[
\frac{S_c - S_b}{S_a - S_b} = \mu
\]

**B APPENDIX 2: PROOF OF THEOREM 1**

According to Equation (13), MVP possibly broadcasts the result if and only if the bias factor is smaller than \( \frac{2n - 1}{n(2n + 1)} \). In other words, if the bias factor is greater than or equal to \( \frac{2n - 1}{n(2n + 1)} \), the best scenario is to tell the truth. Next, we analyze our model under the condition that

\[
\gamma < \frac{2n - 1}{n(2n + 1)}
\]

First, let us consider \( Status = Certainty \) (i.e., VT Result = Truth and DT Result = Truth). According to Table 1, none of the rational players will tell a lie if this scenario occurs. Next, the following discusses the case \( Status = Confusion \), where none of the results receive a majority agreement.

**LEMMA 1. More than half of losers tell the truth.**

**Proof.** According to Table 1, the reason a loser (i.e., \( u_i \)) may cheat the system is that a player could possibly earn more benefit in telling a lie. In other words, one of the following two inequalities holds:

\[
\alpha_{u_i} < \alpha_{u_i} - \alpha_{u_i} + \gamma \quad \text{or} \quad \alpha_{u_i} - \alpha_{u_i} + \gamma < \alpha_{u_i} - \alpha_{u_i} + \gamma
\]

Since the sum of all players’ proportion is 1, the total proportion of the VT reduction is consistent with the total rate of the DT increment. With Definition 2 and Assumption 1, a rational player is confident about lying because one sees a satisfying result of \( \alpha_{MVP}^\phi \leq \alpha_{MVP} - \gamma \). On account for

\[
\frac{\gamma + \frac{n-1}{2} \gamma}{\gamma} > \frac{n}{2}; \quad \frac{\gamma + \frac{n-1}{2} \gamma}{n} > \frac{1}{2} \gamma
\]
we can draw a conclusion that more than half of losers obtain an increment of $\gamma/2$. In other words, more than half of losers’ revenue in a loser’s lie possess

$$\alpha_{u_i}^\oplus > \max(\gamma, \alpha_{u_i}),$$

which cannot satisfy any inequalities in (20) since it requires $\alpha_{u_i}^\oplus < \max(\gamma, \alpha_{u_i})$. □

From Lemma 1, Status = Confusion possibly holds only when a majority of the players tell lies. The following lemma explores whether the requirement is possible.

**Lemma 2.** At least half of winners state the truth.

**Proof.** We analyze the statement on a case-by-case basis.

1. VT Result = Truth, DT Result = Lie: If a winner (i.e., $w_i$) tells a lie, according to Table 1, one should satisfy:

$$\alpha_{w_i} < \alpha_{w_i} - \alpha_{w_i}^\oplus - \gamma$$

The inequality impossibly holds because the left hand side is always greater than the right hand side. This means that all winners will tell the truth.

2. VT Result = Lie, DT Result = Truth: Let us assume there are $\lceil (n + 1)/2 \rceil$ winners lying. A winner liar should be motivated by $\alpha_{w_i} < \alpha_{w_i}^\oplus - \alpha_{w_i} - \gamma$ and $\alpha_{MVP} \leq \alpha_{MVP}^\oplus - \gamma$. Under Assumption 1, we have

$$\alpha_{w_i}^\oplus + \cdots + \alpha_{w_i}^\oplus + \alpha_{u_i}^\oplus + \cdots + \alpha_{u_n}^\oplus$$

$$> (2\alpha_{w_i} + \gamma) + \cdots + \left(2\alpha_{w_i}^\oplus + \frac{\gamma}{2}\right) + \cdots + \left(\alpha_{w_i} + \frac{\gamma}{2}\right)$$

$$+ (\alpha_{u_1} - \gamma) + \cdots + (\alpha_{u_n} - \gamma)$$

$$= (\alpha_{w_1} + \cdots + \alpha_{w_n} + \alpha_{u_1} + \cdots + \alpha_{u_n}) + \left(\alpha_{w_i} + \cdots + \alpha_{w_i}^\oplus + \frac{\gamma}{2}\right)$$

$$> 1 + \left(\frac{n + 1}{2}\right) \gamma - \left(\frac{n + 1}{2}\right) \gamma - \frac{\gamma}{2} = 1 + \frac{\gamma}{2} > 1$$

where (a) is based on two facts: (I) $\alpha_{w_i} + \cdots + \alpha_{w_i}^\oplus + \alpha_{u_1} + \cdots + \alpha_{u_n} = 1$ and (II) the minimum proportion of reward is $\gamma/2$. Knowing that $\alpha_{w_i}^\oplus + \cdots + \alpha_{w_i}^\oplus + \alpha_{u_1} + \cdots + \alpha_{u_n} = 1$, here raises a conflict and therefore, the statement that at most half of all winners tell a lie is invalid.

3. VT Result = Lie, DT Result = Lie: Similar to the previous one, we first assume there are $\lceil (n + 1)/2 \rceil$ winners lying. A winner opting to lie in this situation is because of $\alpha_{w_i} < \alpha_{w_i}^\oplus - \alpha_{w_i} - \gamma$ and $\alpha_{MVP}^\oplus \leq \alpha_{MVP}^\oplus - \gamma$. Therefore,

$$\left(\alpha_{w_i}^\oplus - \alpha_{w_i}^\oplus\right) + \cdots + \left(\alpha_{w_i}^\oplus - \alpha_{w_i}^\oplus\right) > \left(\frac{\gamma}{2} + \gamma\right) \cdot \left(\frac{n + 1}{2}\right) + \left(n - \left(\frac{n + 1}{2}\right)\right) \frac{\gamma}{2}$$

$$\geq \frac{3}{2} \left(\frac{n + 1}{2}\right) \gamma + \left(n - \left(\frac{n + 1}{2}\right)\right) \frac{\gamma}{2} = \gamma n$$

As mentioned before, the percentage increase in VT is equal to the percentage decrease in DT. With Assumption 1, $\left(\alpha_{w_i}^\oplus - \alpha_{w_i}^\oplus\right) + \cdots + \left(\alpha_{w_i}^\oplus - \alpha_{w_i}^\oplus\right) \leq \gamma n$, which means that our assumption is contradictory to the real case. Therefore, at least half of the winners should tell the truth. □

From Lemmas 1 and 2, a conclusion can be drawn that more than half of players tell the truth. As a result, the match status should be certain, and those who cheat the system will eventually
receive nothing. To maximize personal income, players should tell the truth even if their expected income in telling a lie is higher. Therefore, there is only one Nash equilibrium point, which is

$$\sigma^* = (\sigma_{w_1}^{(t)}, \sigma_{w_2}^{(t)}, \ldots, \sigma_{w_n}^{(t)}, \sigma_{u_1}^{(t)}, \sigma_{u_2}^{(t)}, \ldots, \sigma_{u_n}^{(t)})$$ (23)
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