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Abstract—Leveraging various mobile devices to train the shared model collaboratively, federated learning (FL) can improve the privacy and security of 6G communication. To economically encourage the participation of heterogeneous mobile devices, an incentive mechanism and a fair trading platform are needed. In this paper, we implement a blockchain-based FL system and propose an incentive mechanism to establish a decentralized and transparent trading platform. Moreover, to better understand the mobile devices’ behaviors, we provide economic analysis for this market. Specifically, we propose two strategy models for mobile devices: the discrete strategy model (DSM) and the continuous strategy model (CSM). Also, we formulate the interactions among the non-cooperative mobile devices as a dynamic game, where they adjust their strategies iteratively to maximize the individual payoff based on others’ previous strategies. We further prove the existence of Nash equilibrium (NE) in two different models and propose algorithms to achieve them. Simulation results demonstrate the convergence of the proposed algorithms and show that the CSM can effectively increase the mobile devices’ payoffs to 128.1 percent at most compared with DSM.
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I. INTRODUCTION

With transformative technologies will transfer wireless communication from “connected things” to “connected intelligence” [1], which will be empowered by ubiquitous artificial intelligence (AI) [2]. However, in traditional machine learning (ML), the data are gathered to the centralized database for the model training at some powerful computing platforms such as a cloud data center, which have efficiency issues and cause privacy and safety concerns [3].

Fortunately, the blockchain-based federated learning (FL) system provides a promising solution to such a problem [4]. FL can assign machine learning tasks to mobile devices to train the shared model collaboratively. For example, Google used the FL to power applications such as next-word prediction through jointly learning users’ behaviors across a large pool of mobile devices [5]. Since the raw data used for model training are stored in the local mobile devices instead of a cloud, users’ privacy is enhanced. In FL, two parties are involved: the requester, the users who need model training, and the workers, namely the mobile devices that use their data to train FL models. The whole procedure of FL consists of several global iterations, with each covering several local iterations. Each mobile device trains every training model in its local iteration. In a global iteration, the requester sends the training model to mobile devices and updates the model after receiving several trained models. Moreover, using blockchain, FL can be implemented via decentralized data ledgers without requiring any central server, which mitigates the risks of single-point failures [6]. All network entities transparently trace any update events and user behaviors. Furthermore, through transaction logs, one can easily trace the origin where a model parameter is modified or updated during the training process. Also, the smart contracts on the blockchain can provide automatic and decentralized services [7]. Once the smart contract is deployed on the blockchain, the code cannot be modified, and it can provide a self-organized transaction process [8]. Overall, the blockchain-based FL systems can support a secure, decentralized platform and offer services to fulfill the application requirement.

Despite all the benefits, blockchain-based FL systems still face challenges. The first issue is efficiency and scalability problem. Although it would be an effective way for blockchain to serve as decentralized storage and replace the central FL servers through the literature review [9], how to choose an efficient consensus mechanism for FL is also a key challenge. Specifically, based on diverse consensus mechanisms, blockchains can be categorized into three main types: public, private, and consortium blockchain [10]. Zhang et al. proposed a reliable public blockchain-based FL system and designed an incentive mechanism to engage self-interested participants [11]. However, even though public blockchains have better information transparency and auditability due to no access limitation, the consensus process among all nodes incur the high computational cost and long delay. Thus, public blockchains are unsuitable for energy-limited and time-sensitive scenarios, such as FL based on mobile devices. The second issue is unrealistic ecosystem. Many existing studies [14] assume that the mobile devices voluntarily participate in FL without asking for any returns. However, these assumptions are not realistic, as mobile devices’ training models incur various costs, electricity, and bandwidth, to name a few. Thus, it is more reasonable to compensate the mobile devices when the requester wants to...
use resources in them. Under this incentive mechanism, mobile devices tend to choose strategies to maximize their payoffs in the whole FL process, given the fixed incentive mechanism. However, this may not be easy to achieve if the mobile device does not know other mobile devices’ information, such as the total data size and the training cost because of mobile devices’ privacy concerns. Therefore, it is also a challenge to solve the problem of incomplete information among mobile devices.

To tackle these two issues, we implement a consortium blockchain-based resource trading system. Based on the system, we deploy a smart contract based incentive mechanism and conduct a comprehensive economic analysis of the blockchain-based FL resource trading market from the perspective of mobile devices.

We first consider the implementation of the blockchain system. Due to the intrinsic differences in the consensus model, consortium blockchains outperform public blockchains in terms of efficiency, scalability, and privacy. However, there are two limitations to consortium blockchains: 1) Pre-authorized Problem: the consortium blockchain is a type of permissioned blockchain where the consensus is achieved by a set of pre-authorized nodes only; 2) In-scope Consensus: the consensus in permissioned blockchains is only recognized by nodes within miners, which is different from public blockchains, whose consensus will be recognized by all nodes. These limitations do not apply in the scenario. First, Pre-authorized Problem does not exist in this application. The problem can be solved by off-chain authentication such as mobile phone number authentication and identity authentication, which is also a solution for the Sybil Attack plaguing consortium blockchains. Second, In-scope Consensus is sufficient in this application. Transparency and auditability are only required within the context of the stakeholders, who are the requester and the mobile devices. In this case, the mobile devices also serve as the consensus nodes in the consortium blockchain since they are the stakeholders of the reward smart contract deployed by the requesters. According to these features, considering the real-time requirements and synchronization of FL, we adopt the consortium blockchain to work out a decentralized and transparent platform for reward allocation among mobile devices.

To engage self-interested mobile devices, we propose and deploy a smart contract based incentive mechanism based on the mobile devices’ contribution in the current global iteration to motivate mobile devices to participate in the FL tasks. In this paper, we consider two kinds of strategy models: discrete strategy model (DSM) and continuous strategy model (CSM) from the perspective of mobile devices. DSM means that the mobile devices can decide whether to participate in the FL task or not. If a mobile device decides to join, all her/his data will be used to train the model. And CSM refers to that mobile devices can determine the percentage of data used in the FL task. Motivated by the iterative interaction of FL, we model the mobile devices’ decision problem as a dynamic game to solve the problem of incomplete information in the training process. Specifically, empowered by the consortium blockchain system, even though the mobile devices do not know others’ personal information, including total data size and training cost, she/he can observe the histories of the other mobile devices’ strategies and adjust her/his strategy to maximize the payoff in the FL task.

We summarizes our key results and contributions as follows:

- **System Modeling and Formulation**: We propose and implement a smart contract based incentive mechanism to encourage mobile devices to participate in the FL tasks. In this case, two kinds of strategy models of mobile devices in the FL tasks are proposed.
- **Dynamic Game Analysis**: To the best of our knowledge, it is the first work in modeling dynamic game for FL, which builds a foundation for further research. We prove the existence of the Nash equilibrium (NE) and mixed-strategy NE of the two models and propose the two corresponding algorithms to achieve. The simulation results demonstrate the convergence of the two algorithms, and the CSM can effectively increase the mobile devices’ payoffs compared with DSM.

The remainder of this paper is organized as follows: Section II presents the related works and analyzes their limitations. The dynamic game model and incentive mechanism are presented in Section IV. We present DSM and discuss the existence of NE in Section V. CSM and the existence of NE are discussed in Section VI. We conduct simulations to evaluate the effectiveness of the proposed method in Section VII. Lastly, Section VIII concludes this paper.

## II. RELATED WORK

Many studies towards FL put their primary focus on improving the performance (e.g., [16]), resource allocation [17]–[19] and solving privacy and safety problems (e.g., [20]).

### A. Blockchain-based FL System

Some existing references focus on the combination of blockchain and FL to solve the concerns on the security and privacy. For example, Kang et al. [21] propose a blockchain-based reputation system for FL to avoid unreliable edge devices acting as workers for federated edge learning. Simulation results show that the proposed methods can obtain performance improvement. Feng et al. [22] proposed a blockchain-based FL framework to authenticate cross-domain unmanned aerial vehicles to avoid poisoning attacks. Shayan et al. [23] proposed a blockchain-based system named Biscotti that co-designs a privacy-preserving FL process. Based on the system, the requesters can detect poisoning attacks via comparing the effect with and without the model update on a database. Different from these previous work, we use the consortium blockchains to establish a transparent and decentralized trading platform among distinct mobile devices.

---

2 The training cost is determined by the training model, task types, and various mobile devices’ processors.

3 Unlike public blockchains, the information on the consortium blockchain is not available to the public, which protects the privacy of parameters in federated learning to a certain extent.
B. Incentive Mechanism Design for FL

Game theory is often used in the design of incentive mechanisms in several scenarios, such as cloud computing [24] and crowdsourcing [25]. Similarly, proper incentives are also needed to compensate the mobile devices in FL. To motivate mobile devices to participate in the FL, a few studies work on designing the incentive mechanism. However, there are several limitations in these works. First, these existing works modeled the whole procedure of the FL as one global iteration. They neglect the fact that global iterations are dynamic in the entire process of the FL, and mobile devices can decide whether they are going to join or not in every global iteration. For example, Jiao et al. [26] did not consider the multiple global iterations in the FL task and proposed an auction-based incentive mechanism to select high-quality mobile devices to maximize social welfare at the beginning of the FL task. Second, the literature is usually modeled from the requester’s perspective and ignores the view of the mobile device, e.g., maximizing the requester’s payoff given a fixed budget. For example, Ding et al. [27] presented an analytical study on the optima inventive mechanism design using a contract from the server’s perspective and further analyzed three information scenarios to real the impact of information asymmetry levels on the server’s optimal strategy and minimum cost. Third, these existing works always assume that if the mobile devices are selected to participate FL task, they will use all their data in the FL task. Mobile devices can decide the proportion of data size in the FL task. For example, Fan et al. [28] proposed an auction-based incentive mechanism, and all mobile devices will report their data size to the requester. If the mobile devices are selected, they will use all their data to train the FL model. Apart from these earlier works, we consider the FL procedure from mobile devices’ point of view. We build up mathematical models of mobile devices, analyze the FL using dynamic games, and maximize the payoff of mobile devices in the whole FL procedure. Moreover, we consider two different kinds of decision models, from "whether participate or not" to "how much to participate" of mobile devices and prove the existence of NE. Finally, we propose a learning-based heuristic algorithm to achieve the NE.

III. BLOCKCHAIN-BASED FEDERATED LEARNING SYSTEM

In this section, we first introduce the motivation to integrate the blockchain and FL. Then, we present the system users and system architecture.

A. The Integration of Blockchain and FL

Combining the blockchain and FL is natural because of the same decentralized character [29]. On the one hand, FL tends to involve multi-parties and leverage various devices to train the shared model collaboratively. On the other hand, blockchain can provide a transparent and secure platform for many parties involved in FL. With the blockchain technique, the participation and the allocation of rewards in the FL are encrypted and stored on blocks, and smart contracts provide a self-organized transaction process. Hence, The integration of blockchain and FL aims to support a secure, decentralized platform for both parties involved in FL.

Blockchains are currently classified as public blockchain [30], [31] and consortium blockchain [7], which adopt different consensus scopes among participants. The public blockchain achieves consensus among overall participants. In other words, every miner needs to verify and sign the newly generated block and broadcast it to other miners, which might cause large network resource consumption and high delay. Besides, several consensus algorithms, such as the PoW, require participants to work out the sizeable computational puzzle and cause significant computational resource consumption and low performance. To compensate the miners for large resource consumption, the requesters also need to pay the high gas fee.

Compared with the public blockchain, the consortium blockchain uses Practical Byzantine Fault Tolerance (PBFT) to achieve a higher Transaction Per Second (TPS) and eliminates the gas fee’s cost due to the narrowing consensus scope [32]. Since the recorded data only need to be verified within all mobile devices’ scope rather than all participants, we can adopt the consortium blockchain in our system with all mobile devices participating in the consensus. With the consensus, all other devices can verify the FL task’s participation and the allocation of rewards and generate new blocks. Moreover, the smart contract, which can provide an automatic and decentralized service, does not require gas.

Therefore, because of the real-time requirements of FL and the frequent interactions among workers and requesters, we decide to implement consortium blockchain as an infrastructure for FL. The detailed information of the system will be shown in III-C.

B. System Users

Therefore, because of the real-time requirements of FL and frequent interactions among workers and requesters, we decide to implement consortium blockchain as an infrastructure for FL. The detailed information of the system will be shown in III-C.

- **Requesters**: Requesters are individuals and companies who need FL tasks training. They will send task requirements, including task types and budgets, to the blockchain system. After every local iteration, they will obtain and evaluate the model parameters. Meanwhile, they will pay to mobile devices. The training progress will continue until the accuracy meets their requirements.

- **Mobile Devices**: Mobile devices include laptops, smartphones, etc. They perform a local model update using their dataset for serving FL and are incentivized via payment from the requester.

---

4Practical Byzantine Fault Tolerance (PBFT) is an algorithm that optimizes aspects of Byzantine Fault Tolerance (BFT) and has been implemented in several modern distributed computer systems, especially in some blockchain platforms.

5TPS refers to the number of atomic actions performed by a certain entity per second.
C. Blockchain architecture

As shown in Fig. 1, the requester and mobile devices register on the consortium blockchains. Each has its address, a pair of asymmetric keys (public/private), and a certificate. Two kinds of nodes are on the consortium blockchain: sealer nodes and observer nodes. Both can send transactions, while only sealer nodes can join the consensus process. Hence, the selection of sealer nodes should be carefully considered. Otherwise, the recorded data and smart contracts on the consortium blockchain are at risk of being tampered with. Since the consensus can ensure that smart contracts can satisfy the profits of the majority, we can randomly choose initial mobile devices as sealer nodes without loss of generality. As we mentioned before, we can use the reward smart contract to allocate the corresponding rewards for mobile devices. The smart contract requires the requester and the mobile devices to reach a consensus since it involves both parties’ interests. As the transaction initiator, the requester deploys the reward smart contract. The mobile devices that work as sealer nodes participate in the consensus verification to authenticate the deployed smart contract. There is a competitive relationship among the mobile devices, and they are all seeking a fair reward algorithm to ensure their profits. Hence, most mobile devices tend to maintain the fair reward algorithm rather than maliciously tamper with it to prevent the requester from quitting the transaction and losing what they should have gained. Moreover, the smart contract is open and transparent. If the smart contract is tampered with, the requester can immediately detect tampering and terminate the smart contract. With all these considerations, we let the mobile devices work as sealer nodes and the requester work as observer nodes, which is also shown in Fig. 1. When a mobile device wants to join the system, she/he sends the IP address to all the sealer nodes by off-chain means. Through the PBFT consensus process, she/he can join the network if more than two-thirds of the sealer nodes authenticate her/his IP address.

In addition to providing a platform for the reward smart contract, the consortium blockchain can also store transaction records. The history of the strategies in each global iteration can be recorded on the blockchain. In other words, each device can observe all histories in previous global iterations.

IV. SYSTEM MODEL

A. FL Process

FL is a distributed privacy-preserving machine learning technique. It can make multiple mobile devices capable of collaboratively training a global shared model without the necessity of uploading private data that are stored locally to a central server [33].

As depicted in Fig. 2, we consider a wireless FL scenario with a requester and several mobile devices. $M$ mobile devices, where $M = \{m_1, \ldots, m_j, \ldots, m_M\}$, that have the computing capacity and local datasets $D = \{D_1, \ldots, D_j, \ldots, D_N\}$ to provide FL services for the requester. We denote $d_j$ to represent the data size of $m_j$. To protect privacy, the requester with the FL task can train the machine learning model on these mobile devices’ without data collection. The requester first sends the model to all mobile devices as seal nodes without loss of generality. As we mentioned before, we can use the reward smart contract to allocate the corresponding rewards for mobile devices. The smart contract requires the requester and the mobile devices to reach a consensus since it involves both parties’ interests. As the transaction initiator, the requester deploys the reward smart contract. The mobile devices that work as sealer nodes participate in the consensus verification to authenticate the deployed smart contract. There is a competitive relationship among the mobile devices, and they are all seeking a fair reward algorithm to ensure their profits. Hence, most mobile devices tend to maintain the fair reward algorithm rather than maliciously tamper with it to prevent the requester from quitting the transaction and losing what they should have gained. Moreover, the smart contract is open and transparent. If the smart contract is tampered with, the requester can immediately detect tampering and terminate the smart contract. With all these considerations, we let the mobile devices work as sealer nodes and the requester work as observer nodes, which is also shown in Fig. 1. When a mobile device wants to join the system, she/he sends the IP address to all the sealer nodes by off-chain means. Through the PBFT consensus process, she/he can join the network if more than two-thirds of the sealer nodes authenticate her/his IP address.
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these useful schemes to effectively remove the unreliable local model updates from the unreliable mobile devices and refuse to pay them. The requester integrates all the reliable local model updates into an average value in Eq. (3), (4) and sets the average value as the new global model for the next iteration. Without interference from the unreliable participants, the newly generated value is more accurate, boosting the efficiency of the model training. Then, the requester returns the new global model to the reliable participants and begins the next global iteration.

\[
w_{g}^{t+1} = \frac{1}{N} \sum_{j=1}^{N} w_{j}^{t}
\]  \hspace{1cm} (3)

\[
\nabla J^{t+1} = \frac{1}{N} \sum_{n=1}^{N} \nabla J^{t}
\]  \hspace{1cm} (4)

where \( w_{g}^{t+1} \) and \( \nabla J^{t+1} \) refers to average weights and average gradients in \( t \)th iteration. They will be set as the initial model parameters in \( t + 1 \)th iteration.

B. Dynamic Game for Blockchain-based Federated Learning

The FL task procedure consists of several global iterations, as shown in Fig. 3. The FL task consists of several global iterations. In every global iteration, the requester will announce a fixed reward \( B \) for every global iteration, and the workers will decide whether to participate in every global iteration or not. We model the interactions between the requester and the mobile devices as a dynamic game. The interactions can be illustrated in the following order.

As shown in Fig. 4, combined with the consortium blockchain-based FL system mentioned in Section III, the requester will publish her/his task requirement, including data type, models types (i.e., convolutional neural network (CNN), recurrent neural network (RNN)), the maximal computational time \( T_{\text{max}} \) and the budget \( B \) at the beginning of FL task (step 1). The interaction between the requester and the mobile devices in one global iteration will be shown as follows. Given the fixed requester’s fixed budget \( B \), the maximal computational and communication time \( T_{\text{max}} \) (step 2), every mobile device \( m_{j} \in \mathcal{M} \) can decide her/his strategy in the current global iteration according to other mobile devices’ strategies in the past and record it on the blockchain (step 3). Upon receiving the mobile devices’ information, the smart contract will calculate the reward (step 4). The mobile devices will receive the requester’s model and begin training with their local datasets (step 5). After finishing the training process, the mobile devices send the model parameters to the requester (step 6). Steps 3, 4, 5 and 6 in Fig. 4 are repeated in each global iteration. We assume that mobile devices keep connecting in every global iteration. Each mobile device’s goal is to choose the best strategy in one global iteration that maximizes her/his expected payoff during the whole FL task.

C. Incentive Mechanism Design

In our FL model, the requester will provide a budget \( B \) in every global iteration, and \( M \) mobile devices compete for the budget. The mobile devices will send their strategy decisions (i.e., the used data sizes) to the smart contract in every global iteration. We use \( s_{j,n} \) to denote the used data size that the mobile device \( m_{j} \) chooses in the \( n \)th global iteration.

Most existing incentive mechanisms in FL are with high complexity [26], [28]. However, an effective incentive mechanism in FL should be low complex and easy to implement. The real-time requirement in every global iteration is that mobile devices receive compensation from the requester before the next global iteration, which can help them make decisions in the following global iterations. Besides, mobile devices often face problems such as lack of power and low signal. Hence, an incentive mechanism should be with lower computing complexity, saving mobile devices’ waiting time. The incentive mechanism proposed in this paper is shown as follows.

\[
p_{j,n} = B \frac{s_{j,n}}{s_{j,n} + \sum_{i \neq j} s_{i,n}}
\]  \hspace{1cm} (5)

From Eq (5), we can understand that the requester proportionally allocates its fixed budget to the set of mobile devices based on their data size in the current global iteration.

V. DSM

In this section, we first study the DSM. In this model, each mobile device decides whether to participate in the current global iteration or not to maximize her/his payoff in the whole FL task. Next, we discuss pure strategy NE and mixed strategy NE in one global iteration and propose the algorithm to achieve it.
A. Problem Formulation

The players of the DSM are the set \( M \) of mobile devices.

The strategy of \( m_j \in M \) is to decide to participate in with \( \sigma_{j,n} = 1 \) and give up with \( \sigma_{j,n} = 0 \) the \( n \)th global iteration, respectively. We denote the strategies of players in \( M \) in the \( n \)th global iteration expect \( m_j \) as \( \sigma_{*j,n} \).

Next, we define the mobile devices' payoffs in one global iteration. Denote \( m_j \)'s training cost in one global iteration for FL task as \( c_{j,n} = c_{j,n}^d + c_{j,n}^p + c_{j,n}^c \) is composed of three parts, \( m_j \)'s cost for using these data in one global iteration, namely data cost denoted as \( c_{j,n}^d \), the cost for computing data in one global iteration, namely computing cost denoted as \( c_{j,n}^p \), and the cost for uploading the weights and gradients to the requester in one global iteration, namely communication cost denoted as \( c_{j,n}^c \). For notational convenience, we assume that the training cost of \( m_j \) is related to the used data size in the current global iteration [37], which can be represented as follows:

\[
c_{j,n} = \theta_j d_{j,n} \sigma_{j,n} \tag{6}
\]

where \( d_{j,n} \) refers to the used data size of \( m_j \) in the \( n \)th global iteration. \( \theta_j \) refers to the cost to train the unit data and is related to both the model types and the \( m_j \).

The payoff of \( m_j \) in the \( n \)th global iteration of FL task can be defined as follows.

\[
V_{j,n}^{D}((\sigma_{j,n}, \sigma_{*j,n})) = 1_{t_{j,n} \leq T_{\text{max}}}(-\theta_j d_{j,n} + p_{j,n}) \cdot \sigma_{j,n} \tag{7}
\]

where \( p_{j,n} \) is defined in Eq.(5) and means the compensation from the requester to \( m_j \) in the \( n \)th global iteration, and

\[
1_{t_{j,n} \leq T_{\text{max}}} = \begin{cases} 1, & t_{j,n} \leq T_{\text{max}} \\ 0, & \text{otherwise} \end{cases}
\]

which means that only mobile devices satisfies the condition \( t_{j,n} \leq T_{\text{max}} \) can participate in the \( n \)th global iteration to train the model. The payoff of mobile device \( m_j \) is related to not only her/his strategy \( \sigma_{j,n} \) but also the strategies \( \sigma_{*j,n} \) of other players in \( M \) except \( m_j \) in the \( n \)th global iteration.

Further, we define the overall payoff of \( m_j \) over the whole federated learning task as

\[
V_j^D = \sum_{n=1}^{\infty} \delta_n^{-1}V_{j,n} \tag{8}
\]

where \( \delta_n \in (0, 1) \) is the discount factor, which represents the \( m_j \)'s patience about the future [38].

In conclusion, the Discrete Computation Decision Game (DCDG) is defined as follows.

**Definition 1.** (DCDG in the \( n \)th global iteration)
- Players: the set of mobile devices \( M \).
- Strategies: \( \sigma_{j,n} \in \{0, 1\}, \forall j \in M \).
- Payoff: \( V_{j,n}((\sigma_{j,n}, \sigma_{*j,n}), \forall j \in M) \).

where \( V_{j,n} \) refers to the payoff of mobile device \( m_j \) in \( n \)th global iteration, and the corresponding NE are shown as follows.

**Definition 2.** (NE) A NE of DCDG in \( n \)th global iteration is a profile \( \sigma^* = \{\sigma_{j,n}, j \in N\} \) such that for each mobile device \( m_j \in M \),

\[
V_j^D((\sigma_{j,n}, \sigma_{*j,n})^*) \geq V_j^D((\sigma_{j,n}, \sigma_{*j,n}))
\]

B. NE Analysis

\( m_j \) make decisions in DCDG to maximize her/his overall payoff in the whole FL task. Obviously, to get the maximum value of \( V_j^D \), we just need to get the maximum value of each item \( V_{j,n}^D \) in Eq.(8). In DSM, if \( m_j \) does not take part in \( n \)th global iteration, the payoff is 0. So, \( m_j \) will choose to participate in the \( n \)th global iteration if \( V_{j,n}^D((1, \sigma_{*j,n}) > 0 \), and choose to give up the \( n \)th global iteration if \( V_{j,n}^D((1, \sigma_{*j,n}) < 0 \).

**Lemma 1.** A Decision Game profile is an NE, if and only if

\[
V_{j,n}^D((1, \sigma_{*j,n}^*) > 0, \forall j \in M
\]

**Proof:** According to the definition of NE, if \( (2\sigma_{i,n} - 1)V_{i,n}^D((1, \sigma_{i,n}^*) < 0 \), the best strategy for \( m_j \) is to give up the \( n \)th global iteration and the strategy is \( \sigma_{j,n} = 0 \), hence \( (2\sigma_{j,n} - 1)V_{j,n}^D((1, \sigma_{j,n}^*) \geq 0 \). If \( (2\sigma_{j,n} - 1)V_{j,n}^D((1, \sigma_{j,n}^*) > 0 \), the best strategy for \( m_j \) is \( \sigma_{j,n} = 1 \), hence \( (2\sigma_{j,n} - 1)V_{j,n}^D((1, \sigma_{j,n}^*) \geq 0 \). The necessity has been proved. Then, we proof the sufficiency. Suppose \( V_{j,n}^D((1, \sigma_{j,n}^*) < 0 \). Then the desired \( \sigma_{j,n} \) that satisfies the condition in Lemma 1 is \( \sigma_{j,n} = 0 \), which is the best strategy of \( m_j \). Suppose \( V_{j,n}^D((1, \sigma_{j,n}^*) > 0 \). Then the desired \( \sigma_{j,n} \) that satisfies the condition in Lemma 1 is \( \sigma_{j,n} = 1 \), which is also the best strategy of \( m_j \). The proof is now completed.

According to the Lemma 1, the DCDG may not always have a pure strategy NE. Next, we will discuss the existence of mixed-strategy NE in DCDG and give an algorithm to achieve it.

C. Mixed-Strategy NE

The mixed strategy of \( m_j \) in the \( n \)th global iteration is simply a probability distribution over her/his pure strategy, i.e., \( m_j \) has the probability \( \alpha_{j,n} \in [0,1] \) to participate in the \( n \)th global iteration and the probability \( 1 - \alpha_{j,n} \) to give up the current global iteration. For notation convenience, we denote the mixed strategy profile of all mobile devices in the \( n \)th global iteration as

\[
\alpha_n = \{\alpha_{j,n}, j \in M\}
\]

According to the von Neumann Morgenstern criterion [39], the expected payoff of \( m_j \) can be defined as

\[
\omega_{j,n}((\alpha_{j,n}, \alpha_{*j,n}), \alpha_{*j,n}) = \alpha_{j,n} \cdot V_{j,n}^D((1, \alpha_{*j,n}) + (1 - \alpha_{j,n}) \cdot V_{j,n}^D((0, \alpha_{*j,n})
\]

where \( V_{j,n}^D((1, \alpha_{*j,n}) \) and \( V_{j,n}^D((0, \alpha_{*j,n}) \) are \( m_j \)'s expected payoffs when choosing to participate the \( n \)th global iteration and give up the \( n \)th global iteration, respectively. In our model, if \( m_j \) choose 0 in the \( n \)th global iteration, her/his payoff will be 0, i.e., \( V_{j,n}^D((0, \alpha_{*j,n}) = 0 \). Note that \( V_{j,n}^D((1, \alpha_{*j,n}) \) refers to the expected values over all possible strategies over all mobile devices expect \( m_j \) when \( m_j \) choose to participate in the current global iteration. Specifically, \( M - 1 \) other mobile devices form a subset \( M_{-j} \), and \( 2^{M-1} \) possible strategies combination of those mobile devices form a set
σ_{j,n}. Mobile device \( m_i \in M_{-j} \) has the probability \( \alpha_{i,n} \) to participate in and \( 1 - \alpha_{i,n} \) to give up the current global iteration respectively. Then, the probability of \( \sigma_{j,n} \in \Sigma \) can be represented as follows.

\[
\phi(\sigma_{-j,n}) = \prod_{m_i \in M_{-j}} \alpha_{i,n} \cdot \sigma_{i,n} \quad (10)
\]

Then, the expected payoff of mobile device \( m_j \) can be calculated by

\[
V_{j,n}^D(\sigma_{j,n}, \alpha_{-j,n}) = \sum_{\sigma_{-j,n} \in \Sigma_{-j}} \phi(\sigma_{-j,n})V_{j,n}^D(\sigma_{j,n}, \sigma_{-j,n}),
\]

\[
\sigma_{j,n} \in \{0, 1\}
\]

(11)

where \( V_{j,n}^D(\sigma_{j,n}, \sigma_{-j,n}) \) is the overall payoff of \( m_j \) under the pure strategy profile.

**Definition 3.** (Mixed-Strategy NE) A mixed-strategy NE of DCDG is a probability profile \( \alpha^* \) such that for each worker \( m_j \in M \):

\[
\omega_{j,n}(\alpha^*_j, \alpha_{-j,n}) \geq \omega_{j,n}(\alpha_{j,n}, \alpha_{-j,n}), \forall \alpha_j \in [0, 1]
\]

**Lemma 2** There exists at least one mixed-strategy NE in the DCDG.

**Proof.** The DCDG is a finite game including \( M \) players, and each player has two strategies. Hence, there exists at least one mixed-strategy equilibrium [40].

Combined with the consortium blockchain system mentioned in Section III, we propose to use a smoothed best response updated algorithm [41] to compute the mixed-strategy NE. All the players in DCDG (i.e., all the mobile devices) can record their strategies on the blockchain and make decisions based on past strategies. The detailed information will be shown in Alg. 1.

**Algorithm 1 Smoothed best response algorithm**

Require: \( \alpha^0, \gamma, \Delta \)

Ensure: \( \alpha^* \)

1: Initialize \( \epsilon \leftarrow 0, f \leftarrow 0 \)
2: while \( f = 0 \) do
3: \( n \leftarrow n + 1 \)
4: for \( j = 1 : N \) do
5: \( \epsilon_{j,n} \leftarrow (1, \alpha_{j,n-1}) \)
6: \( \alpha_{j,n+1} = \frac{e^{(1/\lambda)V_{j,n}^D(1, \alpha_{j,n})}}{e^{(1/\lambda)V_{j,n}^D(1, \alpha_{j,n-1})} + 1} \)
7: end for
8: if \( |\alpha^n - \alpha^{n-1}| < \Delta \) then
9: \( f \leftarrow 1 \)
10: end if
11: end while
12: return \( \alpha^* \)

At the beginning of the next global iteration, \( m_j \) will compute the expected payoff when choosing to participate in this global iteration according to the other mobile devices’ strategies recorded on the consortium blockchain in the past (line 4-line 5). Then, each mobile device will update her/his mixed strategy at the next global iteration according to Eq. (12) (line 6). The mixed-strategy NE will be achieved when the condition is satisfied (line 8-line 10).

\[
\alpha_{j,n+1} = \frac{e^{(1/\lambda)V_{j,n}^D(1, \alpha_{j,n})}}{e^{(1/\lambda)V_{j,n}^D(1, \alpha_{j,n-1})} + 1}
\]

where \( \lambda \) refers to the freedom degree\(^6\) of \( m_j \). According to the result in [41], we can obtain that such a smoothed best response with some learning rules converges to the mixed-strategy NE.

**VI. CSM**

In this section, we talked about CSM. Specifically, the mobile devices in CSM would adopt not only “participate in” or “not participate in” but also “how much to participate in”. We investigate NE’s existence and propose a learning-based heuristic algorithm to achieve NE based on CSM.

**A. Problem Formulation**

As the same as DSM, the players of CSM are also the set of mobile devices \( M \) participating in the FL task.

Unlike DSM, the strategy of \( m_j \in M \) is to decide how much to participate in the FL task in the \( n \)th global iteration.

The training cost in CSM of \( m_j \) is the same as the training cost in DSM. So, the payoff of \( m_j \) in the \( n \)th global iteration of the FL task in CSM can be defined as follows:

\[
V_{j,n}^C((\sigma_{j,n}, \sigma_{-j,n})) = \prod_{t_j \leq t_{max}} (-\theta_j \sigma_{j,n} \sigma_j + p_{j,n})
\]

(13)

where \( \sigma_{j,n} \in [0, 1] \) denotes the percentage of data used for federated learning in the \( n \)th global iteration. Hence, \( -\theta_j \sigma_{j,n} \sigma_j \) refers to the training cost when \( m_j \) strategy is \( \sigma_{j,n} \) in the current local iteration. Besides, we use \( \sigma_{j,n} \) to represent the strategies of other mobile devices in \( M \).

More formally, the Continuous Computation Decision Game (CCDG) and the corresponding NE are defined as follows:

**Definition 4.** (CCDG in one global iteration)

- Players: the set of mobile devices \( M \).
- Strategies: \( \sigma_{j,n} \in [0, 1], \forall m_j \in M \).
- Payoffs: \( V_{j,n}^C(\sigma_{j,n}, \sigma_{-j,n}), \forall m_j \in M \).

**Definition 5.** (NE) A NE of the CCDG in \( n \)th global iteration is a profile \( \sigma^* = \{\sigma_{j,n}, m_j \in M \} \) such that for \( m_j \in M \),

\[
V_{j,n}^C(\sigma^*_{j,n}, \sigma^*_{-j,n}) \geq V_{j,n}^C(\sigma_{j,n}, \sigma_{-j,n})
\]

**B. NE Analysis**

Next, we talk about the existence of NE in CSM. \( m_j \)’s strategy \( \sigma_{j,n} \) belongs to a closed and bounder convex set \( [0, 1] \). And \( V_{j,n}^C \) is a continuous and quasi-concave function of \( \sigma_{j,n} \). According to the Existence Theorem II of NE [43], the NE of CCDG exists.

\(^6\)A larger freedom degree refers to that the mobile device is more likely to act randomly [42]
C. Learning-based Heuristic Algorithm

We have proved the existence of NE in VI-B. In this subsection, we propose a learning-based heuristic algorithm for the perspective of mobile devices to achieve NE in CSM.

In CSM, every mobile device can change its payoff by adjusting the percentage of data used in the current global iteration of the FL task. If the FL system can achieve NE, each mobile device will achieve NE. In this case, every mobile device can obtain her/his maximum utility and is unwilling to change the strategy. Thus, the objective function of \( m_j \) can be represented as follows.

\[
\max_{\sigma_j} V_j^{C}(B, (\sigma_{j,n}, \sigma_{-j,n})) \\
\text{s.t. } \sigma_{j,n} \in [0, 1]
\]

where \( V_j^{C} \) represents the overall payoff of \( m_j \) under CSM in the FL task.

The value of \( n \)th item in the objective function is related to the used data size that the mobile devices choose in the \( n \)th global iteration and is unrelated to the other global iterations. Therefore, to maximize the \( V_j^{C} \), we need to maximize each item’s value in this objective function. Thus, the objective function can be transformed as follows.

\[
\max_{\sigma_j} \delta^{n-1}(-\theta_j \sigma_{j,n}s_j + B \frac{\sigma_{j,n}s_j}{\sigma_{j,n}s_j + \sum_{i \neq j} \sigma_{i,n}s_i}) \\
\text{s.t. } \sigma_j \in [0, 1]
\]

Obviously, in order to make sure that the payoff of the mobile device is not negative, the following condition should be satisfied.

\[
-\theta_j + B \frac{1}{\sigma_{j,n}s_j + \sum_{i \neq j} \sigma_{i,n}s_i} \geq 0
\]

Next, we let

\[
g(\sigma_{j,n}) = \frac{\partial}{\partial \sigma_{j,n}} \delta^{n-1}(-\theta_j \sigma_{j,n}s_j + B \frac{\sigma_{j,n}s_j}{\sigma_{j,n}s_j + \sum_{i \neq j} \sigma_{i,n}s_i}) \\
= \delta^{n-1}(-\theta_j s_j + B \frac{s_j}{\sigma_{j,n}s_j + \sum_{i \neq j} \sigma_{i,n}s_i})
\]

and analyze its characteristics. We can observe that \( \delta^{n-1} > 0 \), so we can omit the effect of this part. Otherwise \( g(\sigma_{j,n}) \) decreases with \( \sigma_{j,n} \) and converges to \( -\theta_j \) when \( \sigma_{j,n} \to \infty \). If \( \sigma_{j,n} = 0 \), \( g(0) = \delta^{n-1}(-\theta_j s_j + B \sum_{i \neq j} \sigma_{i,n}s_i) \).

According to Eq.(14), we can get \( g(0) > 0 \). So, the objective function have maximum value in \([0, +\infty)\). However, \( \sigma_{j,n} \in [0, 1] \) and we need to decide the sign of \( g(1) \). We discuss two scenarios here.

First, if \( g(1) > 0 \) and \( g(\sigma_{j,n}) \) is continuous with \( \sigma_{j,n} \). So, the objective function can achieve maximum value if \( \sigma_{j,n} = 1 \).

Second, if \( g(1) < 0 \) and \( g(\sigma_{j,n}) \) is continuous with \( \sigma_{j,n} \). So, the objective function has only one maximum value in \([0, 1]\).

Thus, we let \( -\theta_j s_j + B \frac{s_j}{\sigma_{j,n}s_j + \sum_{i \neq j} \sigma_{i,n}s_i} \geq 0 \). By solving this equation, we can obtain that the optimal choice for \( \sigma_{j,n} \) in the \( n \)th global iteration, denoted by \( \sigma^*_{j,n} \).

Given the used data size of other mobile devices, we can get

\[
\sigma^*_{j,n} = \sqrt{\frac{B \sum_{i \neq j} \sigma_{i,n}s_i}{\theta_j s_j^2} - \frac{\sum_{i \neq j} \sigma_{i,n}s_i}{s_j}}
\]

Summarize the two cases mentioned above and conclude the optimal choice for mobile devices.

\[
\sigma^*_{j,n} = \min(1, \sqrt{\frac{B \sum_{i \neq j} \sigma_{i,n}s_i}{\theta_j s_j^2} - \frac{\sum_{i \neq j} \sigma_{i,n}s_i}{s_j}})
\]

Next, we consider the homogeneous mobile devices and the heterogeneous mobile devices, respectively.

**Homogeneous Mobile Devices:** To better comprehend the meaning of the mobile device’s optimal choice, we simplify the conditions and consider that all mobile devices are homogeneous to obtain the analytical solution of the optimal strategy in each global iteration for \( m_j \). When all mobile devices are homogeneous (i.e., they have the same \( \theta_j \) to compute the unit data and \( s_j \) is the same), they have the same optimal strategy, which can be represented as follows:

\[
\sum_{i \neq j} \sigma^*_{i,n}s_i = (N - 1)\sigma^*_{j,n}s_j
\]

And we can get the expression of \( \sigma^*_{j,n} \)

\[
\sigma^*_{j,n} = \frac{(N - 1)B}{N^2\theta_j s_j}
\]

Under this situation, every mobile device can calculate the optimal data size and achieve NE easily.

**Heterogeneous Mobile Devices:** Moreover, we consider a practical condition that all mobile devices are heterogeneous. When all mobile devices are heterogeneous (i.e., they have different \( \theta_i \) and \( d_i \)), they cannot calculate the explicit expression of \( \sigma_{j,n} \) in every global iteration. Fortunately, mobile devices can obtain others’ information from the consortium blockchain system. Hence, we propose a learning-based heuristic algorithm to get the optimal strategy from the perspective of mobile devices.

In the \( n \)th global iteration, \( m_j \) needs to decide the used data size in the current global iteration. And every mobile device can observe the total budget in every global iteration and other mobile devices’ behavior in the past global iterations. Thus, mobile devices can calculate \( \sum_{i \neq j} \sigma_{i,n} \) based on the observation and assume that other mobile devices’ strategies of the current global iteration are related to the decisions made in the past global iterations. The detailed information will be shown in Alg.2.

At the beginning of every global iteration, \( m_j \) firstly takes others’ average used data size in the \([n - T, n - 1]\)th global iterations as the other mobile devices’ behaviors in the current global iteration (line 6). Then, they use the average result to calculate their optimal strategy according to Eq.(17) (line 7). After this global iteration, mobile devices can upload their strategies to the consortium blockchain (line 8).
Algorithm 2 Learning-based heuristic algorithm

Require: \( s = \{s_1, \cdots, s_M\}, T, B, N \)
Ensure: \( \sigma^* \)

1: for \( j = 1 : M \) do
2: \( H_j \leftarrow \phi \)
3: end for
4: for \( n = 1 : N \) do
5: for \( j = 1 : M \) do
6: Calculate \( \sum_{i \neq j} \sigma_{i,n} \) based on the history
7: \( \sigma_{j,n} = \min(s_j, \sqrt{\frac{B \sum_{i \neq j} \sigma_{i,n}}{s_j} - \sum_{i \neq j} \sigma_{i,n}s_i}) \)
8: \( H_j \leftarrow H_j \cup \sigma_{j,n} \)
9: end for
10: end for
11: return \( \sigma^*_n \)

VII. SYSTEM IMPLEMENTATION AND EVALUATION

A. Test-bed Implementation

In order to better demonstrate our system, we implement a prototype. In this section, we introduce the enabling technologies and the prototype's system deployment and demonstrate it with several shortcuts.

1) Test-bed Specification: In our prototype, we choose a workstation and let a laptop and a nuc act as two mobile devices. Next, we will introduce the configuration of these devices.

2) Enabling Technologies: The test-bed implementation includes several existing technologies. For the consortium blockchain platform, we choose FISCO-BCOS\(^7\), an open-source consortium blockchain platform. FISCO-BCOS also provides a web page which can directly demonstrate the information of the consortium blockchain, which is shown in Fig. 6. The upper layer shows the current status of the consortium blockchain, such as block number, transaction amount, and PBFT view that records the number of times leader switch in the PBFT consensus. Meanwhile, a line chart shows the transaction amount in the last 15 days. The middle layer demonstrates the information of nodes in the consortium blockchain. Moreover, the detailed information of block and transaction is demonstrated in the lower layer.

Besides, we can also use the provided python-SDK\(^8\) to develop and test the situation of the consortium blockchain. As for the programming language of the smart contract, we use Solidity\(^9\) to write the reward smart contract.

Fig. 5 illustrates the test-bed implementation of our system. We choose a workstation to act as a requester and let the other two laptops and NUC work as mobile devices in our test-bed implementation. To ensure they can ping with each other, we configure their networks under the same gateway. The three devices can form a peer-to-peer network and build up a consortium blockchain, where the workstation works as an observer node and mobile devices work as sealer nodes. We can simulate the interactions between the requester and mobile devices with the consortium blockchain. The requester firstly deploys a reward contract on the consortium blockchain. Then, mobile devices can send their strategies by calling the functions on the smart contract. Finally, the requester can call the functions to end the game and let the smart contract to compute the rewards. As shown in Fig. 5, we simulate the whole procedure on the consortium blockchain. We consider two mobile devices in our test-bed implementation, and the initial mobile devices are randomly chosen. If a new mobile device wants to join the platform, it can join the consortium blockchain and participate in the consensus as a sealer node through the peer-to-peer network.

2) Enabling Technologies: The test-bed implementation includes several existing technologies. For the consortium blockchain platform, we choose FISCO-BCOS\(^7\), an open-source consortium blockchain platform. FISCO-BCOS also provides a web page which can directly demonstrate the information of the consortium blockchain, which is shown in Fig. 6. The upper layer shows the current status of the consortium blockchain, such as block number, transaction amount, and PBFT view that records the number of times leader switch in the PBFT consensus. Meanwhile, a line chart shows the transaction amount in the last 15 days. The middle layer demonstrates the information of nodes in the consortium blockchain. Moreover, the detailed information of block and transaction is demonstrated in the lower layer.

Besides, we can also use the provided python-SDK\(^8\) to develop and test the situation of the consortium blockchain. As for the programming language of the smart contract, we use Solidity\(^9\) to write the reward smart contract.

Fig. 5. The test-bed implementation

Fig. 6. The web page

3) Smart Contract Deployment: Initially, the requester deploys the reward smart contract in the consortium blockchain. Once it is deployed, the smart contract has a unique address, and the requester and edge nodes can call functions of the

\(^{7}\)http://fisco-bcos.org/

\(^{8}\)https://github.com/FISCO-BCOS/FISCO-BCOS-DOC/tree/release-2/docs/sdk/python_sdk

\(^{9}\)https://github.com/ethereum/solidity
smart contract through its address. Our proposed algorithm is implemented in the smart contract. Mobile devices can send their strategies to the smart contract by calling the corresponding functions. After all the mobile devices send their strategies, the smart contract can calculate their rewards and the results will be sent back to the requester and mobile devices.

B. Simulation Results

In this section, we show the numerical results from our evaluations to study the impacts of the incentive mechanism and the behaviors of the mobile devices in the FL task.

The simulation configurations are as follows: We consider FL scenarios at different scales, containing a requester and several mobile devices. Specifically, the number of participating mobile devices varies from 10 to 100. The budget of the requester varies from 1000 to 4000. Based on the parameter setting in the work of Fan et al. [28], we uniformly generate mobile devices’ data size from 500 to 1500. According to the experiment conducted in [44], the value of \( \theta_j \) obeys a normal distribution with a mean of 0.1 and a variance of 0.02 (i.e., \( \theta_j \sim N(0.1, 0.0004) \)).

1) Simulation Results on mixed-strategy NE of DSM: In this subsection, we use simulation results to show the convergence of DSM in mixed-strategy NE. At the beginning of the first global iteration, every mobile device that participates in the FL task chooses a probability \( \alpha \in [0, 1] \). They will adjust their probability according to others’ strategies until the system reaches equilibrium.

As shown in Fig. 7, we can observe that the system will achieve equilibrium before the 60th global iteration. Because of the heterogeneous characteristics, different devices have different probabilities in equilibrium states. Specifically, the probability of device-2 and device-3 to participate in every global iteration in mixed-equilibrium NE is around 0.6. And the probability of device-3 and device-4 is between 0.2 and 0.3 in equilibrium states. The simulation results are carried out 100 times, and we get the same results, which shows the dynamic game among non-cooperative mobile devices can achieve NE.

2) Simulation Results on NE of CSM: At the very beginning, every mobile device chooses a small data size to train the FL model. They will adjust their strategies according to others to maximize their payoff in the following global iterations. For every mobile device, if the difference between the data size used in the adjacent two global iterations is less than 10, it is considered to reach the equilibrium state.

Fig. 8 shows that the ratio of stable devices when the budget is fixed at 3000, and the number of devices varies from 10 to 100. We believe that the strategy of a mobile device is the same as the strategy of the last epoch, which can be considered stable. At the beginning of the FL, we notice that the ratio of stable devices increases dramatically when the number of mobile devices is 50 and 100, respectively. The reason is that when the budget is fixed, the competition becomes more intense as the numbers of mobile devices grow. Hence, most mobile devices choose to give up this task, and the ratio of stable devices is high. In this case, some mobile devices give up the task.
devices with small $\theta$ decide to participate in the FL task and keep changing their strategies, resulting in the ratio of stable devices declining. However, when the market is small (i.e., the number of mobile devices is 10 and 20), the ratio of stable devices increases stable. Moreover, we can observe that all mobile devices can reach equilibrium states under four different mobile devices. Specifically, more than 90 percent of mobile devices can reach equilibrium states before 20 global iterations. Before the 20th global iteration, the ratio of stable devices increased with the rising number of mobile devices. As the number of global iterations increased, the stable devices’ ratio almost reached parity.

From Fig. 9, we investigate the ratio of active workers when the number of mobile devices varies from 10 to 100. Because of the intense competition and low compensation, some mobile devices may choose to give up this task during the FL training. Hence, we use active devices to refer to the mobile devices that participate in the FL tasks. (i.e., their strategies are not 0 in the current global iteration). We can observe that with the increasing number of mobile devices, the ratio of active devices decreases, and the total number of active mobile devices keep stable under the fixed budget. Even though the number of mobile devices in the FL becomes large, the requester cannot recruit more mobile devices under the fixed budget. Because of the intense competition, many mobile devices will give up this FL task initially.

Fig. 10 shows that the ratio of stable devices when the number of mobile devices is fixed at 10, and the budget in one global iteration varies from 1000 to 4000. From this figure, we can obtain that the ratio of stable devices increases sharply. The reason is that the small budget (i.e., $B = 1000$) is not attractive to mobile devices. Hence, most mobile devices choose to give up this task. However, some mobile devices observe others’ behaviors and participate in this task. They begin to keep changing their strategies, resulting in a decrease in the ratio of stable devices. For a larger budget (i.e., $B = 3000$ and $B = 4000$), the ratio of stable devices keeps increasing until they become stable. Moreover, we can observe that the budget has little impact on the convergence speed.

From Fig. 11, we investigate the ratio of active workers when the budget varies from 1000 to 4000 with an increment of 1000. At the beginning of the FL, we notice that the ratio of active devices increases rapidly when the budget is 4000. When the system reaches an equilibrium state, we can find that the ratio of active devices rises with the increasing budget. This is because that mobile devices are more willing to participate in the FL task with more budget.

C. Simulation Results on the Comparison of DSM and CSM

Fig. 12 compares the average expected payoffs of mobile devices in DSM with the average payoffs of mobile devices in CSM when the number of devices is fixed at 10, and the budget in one global iteration varies from 2000 to 7000. This figure shows that the mobile devices’ average payoff increases with the rising budget under DSM and CSM, respectively. Compared with DSM, the CSM can effectively improve the mobile devices’ payoffs to 128.1 percent when the budget is 3000. That is because mobile devices’ strategies in CSM
are more flexible. They can change the percentage of data used in every global iteration according to the other mobile devices’ behaviors in the past global iterations. However, mobile devices in DSM can only choose to participate in or not participate in the current global iteration. If many mobile devices decide to simultaneously participate in one global iteration, their compensation will reduce. Hence, mobile devices can achieve higher average payoffs in CSM.

VIII. CONCLUSION

This paper presents and implements a consortium blockchain-based system for FL, which provides a transparent and traceable trading market. A requester coordinates mobile devices to train a shared global model in the design, with raw data stored locally. To motivate mobile devices to participate in the FL tasks, we first propose a simple and easy-to-implement incentive mechanism based on the mobile devices’ used data size in the current global iteration. Moreover, we offer a dynamic game-based theoretical framework to investigate the mobile devices’ behaviors based on the incentive mechanism. Specifically, we propose two kinds of strategy models, namely DSM and CSM, and analyze the mobile devices’ behaviors using the dynamic game. With the consortium blockchain, the systems can record the mobile devices’ behaviors and reward allocation in every global iteration of FL. Hence, every mobile device can observe other participants’ past behaviors and adjust their strategies in the current global iteration. Then, we prove the existence of NE and propose two algorithms to achieve NE in two strategy models. Lastly, we use simulation results to demonstrate the two algorithms’ convergence. Moreover, the CSM can effectively increase the mobile devices’ payoffs to 128.1 percent at most compared with DSM.

In our future work, we aim to investigate the requester’s behaviors based on mobile devices’ analysis results and hope to consider the impact of the requester’s strategies on mobile devices. Moreover, we will extend the scenario from one requester to multiple requesters.
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