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Abstract—In current blockchain systems, the transaction fee is often not enough to cover the storage cost, jeopardizing blockchain sustainability in the long run. Such a storage sustainability issue is partially due to miners’ heterogeneous storage costs and users’ low-intensity fee competition. Motivated by these two observations, we propose a Fee and Transaction Expiration Time (FTET) mechanism to alleviate this issue. Specifically, we model the blockchain operation as a three-stage game. In Stage I, the system designer proposes the storage sustainability mechanism. In Stage II, each user decides whether to propose transactions and the corresponding transaction fees. In Stage III, each miner decides which transactions to include in the block. Although the analysis of the heterogeneous miner interaction is technically challenging, we fully solve it in closed-form motivated by how miners select transactions in practice. The equilibrium analysis reveals that high-storage-cost miners admit transactions with fees above a time-increasing threshold. Under the optimal FTET mechanism, the blockchain system can achieve the storage sustainability without any social welfare loss, comparing with the maximum achievable social welfare without the storage sustainability constraint. Moreover, the optimal FTET mechanism achieves a higher social welfare than the fee mechanism in current practice by selectively rejecting some transactions suffering high delays. Finally, we implement a blockchain prototype to compare the performance of the optimal FTET mechanism with the mining round time adjustment (MRTA) mechanism. The optimal FTET mechanism achieves higher social welfare (94.5% on average) and better storage sustainability. We find that more pending transactions may lead to lower transaction fees.
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I. INTRODUCTION

IN THE blockchain protocol, miners (i.e., protocol-running nodes) bear significant yet heterogeneous storage costs. The primary storage cost comes from the use of solid-state drive [1]. Let us take Ethereum as an example, which is the second-largest blockchain system today measured by the market value [2]. Ethereum mainly offers two storage modes with the following storage costs (early 2020 data [1]): the default mode of “full node” costs a miner $300/month and the mode of “archival node” imposes a cost of $2000/month. The heterogeneity comes from the difference of data storage, i.e., 331 GB for a full node and 4.1 TB for an archive node in May 2020, respectively.\(^1\)

To ensure the long-term sustainability of the blockchain system, it is important for the miners to receive enough compensation to cover their storage costs. However, the transactions fees in the current blockchain systems are not enough to cover the storage costs. More specifically, when a blockchain user proposes a transaction (e.g., transfer some cryptocurrency to another user), he will pay the transaction fee to the miner who includes this particular transaction into a block. As almost all data of blockchain are transactions [5], transaction fees play a key role in compensating the miners’ storage costs.\(^2\) Nevertheless, transaction fees are insufficient in the current practice. For example, in the first four months of 2020, monthly average transaction fees in Ethereum is $2.90 million, insufficient to cover at least $3.60 million monthly storage costs of all miners (about 12,000 miners in early 2020 [7] and at least $300 monthly storage cost per node).

The imbalance between the user’s transaction fee payment and miner’s storage cost may lead to the decline of both

\(^1\)For a miner who stores blockchain data locally, the storage cost is still significant. Current SSD drive’s price is about $100/TB [3]. Ethereum’s data size has grown about 4.15 times in the past three years [4]. If the growth rate continues, the total SSD disk cost of running an archive node for three years is about $4490.

\(^2\)Although the block reward (e.g., in Bitcoin, finding a block can get some Bitcoin cryptocurrency as reward) can also compensate miners’ storage costs, it is not a long-term solution since it gradually decreases to give the cryptocurrency anti-inflation property (e.g., Bitcoin [6]).
users and miners. From 2018, about two-thirds of miners have left the Ethereum system [8], where the lack of coverage for storage cost could be an important reason. If such a drop continues, the blockchain system will be difficult to defend the 51% attack [9]. Moreover, as miners leave the system, it will become increasingly difficult to include users’ transactions in blockchain and users may eventually choose to stop using the blockchain application. Fewer users mean lower transaction fees, which may cause an even faster decline of miners. Thus, balancing the transaction fee and storage cost is crucially important to ensure the blockchain’s long-term sustainability.

There are several key reasons for the storage sustainability issue. One reason is miners’ heterogeneous storage costs. Some miners have low storage costs such that they are willing to accept low-fee transactions. Another key reason is users’ low-intensity fee competition. Specifically, users propose transaction fees to compete to be included in blockchain early. As long as the competition is not intense, users can choose to pay low fees and expect that low-cost miners will eventually include their transactions in blockchain. To the best of our knowledge, previous studies generally neglect the above key reasons. In our work, we design a new storage sustainability mechanism by considering the impact of these key issues, to ensure that users pay sufficient transaction fees for storage costs.

In this work, we focus on answering the following two key questions:

(i) How do miners with heterogeneous storage costs admit transactions in blockchain?
(ii) How to control the users’ fee competition intensity to ensure the blockchain storage sustainability?

To answer the above questions, we propose a three-stage model to characterize the interactions in the blockchain system. In Stage I, we propose a Fee and Transaction Expiration Time (FTET) mechanism, which ensures the blockchain storage sustainability and maximizes the social welfare. The mechanism computes a minimum fee for users and transaction expiration time for transactions, motivated by two key reasons of storage sustainability issue. In Stage II, we model how each user proposes transactions to balance the transaction’s fee payment and delay. In Stage III, we model how each miner includes transactions in blockchain system to balance the income of transaction fee and storage cost.

The results and contributions of this paper are as follows.

• Fee mechanism design on blockchain storage: We focus on how to design a new transaction fee mechanism to address the storage sustainability issue in blockchain, ensuring the long-term stability of the system. Our study is an initial step to address the issue considering miners’ heterogeneous storage costs and users’ low fee competition intensity.

• Considering miners with two dimensions of heterogeneity: We consider miners with two dimensions of heterogeneity: storage cost and mining power. The analysis is technically challenging, as heterogeneous miners face different integer programming problems, which are game-theoretically coupled. Motivated by how miners select transactions in practice, we derive the equilibrium in closed-form. The analysis reveals that high-storage-cost miners admit transactions with fees above a time-increasing threshold. This result serves as the foundation of the fee mechanism design.

• Guarantee on storage sustainability with social optimality: We propose an FTET mechanism motivated by two key reasons of the storage sustainability issue. We show that the optimal FTET mechanism ensures the storage sustainability of the blockchain, while achieving the same maximum social welfare when not considering the storage sustainability constraint. Moreover, the optimal FTET mechanism achieves higher social welfare than today’s protocol used in Bitcoin and Ethereum by selectively rejecting some transactions suffering high delays.

• Extensive real-world blockchain experiments: We implement a blockchain prototype and conduct experiments to compare the optimal FTET mechanism with the state-of-art mining round time adjustment (MRTA) mechanism. The optimal FTET mechanism achieves better storage sustainability and an average social welfare improvement of 94.5%. The social welfare improvement is due to the transaction expiration rejecting high-delay transactions. Moreover, the transaction fees may decrease in the number of pending transactions.

The rest of the paper is organized as follows. Section II reviews the related literature. Sections III and IV introduce the blockchain system and mathematical model, respectively. We derive the system equilibrium in Section V and evaluate the system performance in Section VI. Section VII concludes the paper.

II. LITERATURE REVIEW

We classify the related works into two categories, i.e., the transaction fee design and storage reduction mechanism.

A. Transaction Fee Mechanism Design

Existing literature [10], [11], [12], [13], [14], [15], [16] proposed different transaction fee mechanisms to improve the blockchain system performance. For example, Liu et al. in [10] and [11] designed the mechanisms to mitigate the storage sustainability issue under homogeneous-storage-cost miners. Ethereum community proposed a burning base fee mechanism [12] to reduce transaction congestion. Hu et al. [13] modeled the users as a coalition and designed a coalition-based fee mechanism to achieve the social optimum. Some other works used the auction model to characterize how users pay transaction fees to compete for the transaction inclusion opportunities. Ai et al. [14] designed a fee mechanism based on the continuous double auction to maximize the fairness level. Lavi et al. [15] proved that in a monopolistic auction, the transaction fee does not decrease with the block size. Basu et al. [16] proved that the miners’ revenue variance is lower in the second prize auction.

Comparing with the prior work, this study represents the first work considering the more realistic scenario of how
heterogeneous-storage-cost miners select transactions. Moreover, by carefully designing the minimum fee-per-byte and transaction expiration time, our proposed mechanism is able to control the users’ transaction proposing behaviors, hence significantly improve upon the existing schemes in terms of both storage sustainability and social welfare.

B. Storage Reduction Mechanism

The other category of literature [17], [18], [19], [20], [21], [22] tried to ensure the storage sustainability in blockchain by reducing the storage costs. The first set of works [17], [18], [19] adopted the sharding technique. These protocols partition miners into smaller groups and each group only stores a fraction of transactions, such that each transaction imposes lower storage costs on the system. The second set of works [20], [21], [22] adopted the pruning method. These protocols generally reduce the time of storing a transaction, by removing the old transactions.

However, reducing storage costs does not necessarily guarantee the storage sustainability. Based on our analysis in Section V-A, when a miner bares a lower storage cost, he also has a lower fee-per-byte threshold of admitting transactions. Under the lower fee-per-byte threshold, users will pay lower transaction fees, which may still be insufficient to cover the storage cost. Thus, we still need an incentive mechanism to encourage users to pay sufficient transaction fees to guarantee storage sustainability.

III. BLOCKCHAIN OPERATION

In this section, we describe the operation of the blockchain system, focusing on various aspects that are essential to our study.

Fig. 1 shows the operation of the blockchain system, where three key entities interact with each other: the system designer determines the system protocol, users propose transactions (to be included in the blockchain), and miners produce blocks (that include transactions) through mining. The entities interact in three steps:

1) **System designer determines system protocol.** The system designer defines the blockchain protocol and assigns the protocol parameters. Usually, the blockchain community collectively serves as the system designer. The online community comprises of a group of users and miners. Everyone in the community can propose modifications of the existing protocol. When the majority of the community agrees with the protocol, the community will deploy such a protocol proposal. For example, several Ethereum developers proposed the “EIP-1559” protocol in Ethereum online community [23] in April 2019, aiming to alleviate the transaction congestion in Ethereum. This protocol gradually gained enough support and Ethereum community deployed the EIP-1559 protocol in August 2021.

2) **Users propose transactions:** A (generic) user $i$ proposes a transaction $(\text{tx} \_i, \theta_i)$ together with the transaction fee (fee $f_i$) as an incentive for miners to append the transaction to the blockchain. A common approach is for the user to specify the fee-per-byte [24], and the transaction fee (for a particular transaction) is computed as:

\[
\text{transaction fee} = \text{fee-per-byte} \times \text{size of transaction}.
\]

Then transactions enter the transaction pool (Tx pool), pending to be included in blockchain.

3) **Miners mine blocks:** Miners collectively mine a series of blocks$^5$ in rounds, indexed by $t = 1, 2, \cdots$. Let us consider a particular mining round $t$:

a) First, each miner chooses some pending transactions from the transaction pool (e.g., miner $m$ chooses $\text{tx} \_i$ and $\text{tx} \_k$), to be included in the block (if miner $m$ successfully mines the block in this round).

b) Then, all miners compete to find the solution of a mathematical puzzle [25]. The miner who finds the solution first will obtain the right to generate the new block (containing his selected transactions) in the blockchain. Such a miner will also collect the corresponding transaction fees (e.g., miner $m$ collects the transaction fees of $\text{tx} \_i$ and $\text{tx} \_k$). The selected transactions (to be included in the block) will be removed from the transaction pool.

c) Finally, the successful miner broadcasts the new block to the rest miners. All miners will store the block locally and bear the storage cost individually.

$^5$The system designer only optimizes the mechanism (i.e., rule of the system) while considering the Nash equilibrium of users and miners. It does not directly determine any user’s or miner’s decision. At the Nash equilibrium, any unilateral deviation of a user or miner cannot increase his payoff.

$^6$In the absence of the system designer, it is possible to implement and enforce our mechanism in a distributed manner. Take the Ethereum as an example. Each user and miner can broadcast his parameter in the form of a mathematical puzzle [25]. The miner who finds the solution first will obtain the right to generate the new block (containing his selected transactions) in the blockchain. Such a miner will also collect the corresponding transaction fees (e.g., miner $m$ collects the transaction fees of $\text{tx} \_i$ and $\text{tx} \_k$). The selected transactions (to be included in the block) will be removed from the transaction pool.

$^7$A block is a vehicle of transactions. It consists of the previous block’s hash, transactions, the time-stamp, and some the auxiliary data in Bitcoin [6].
Based on the blockchain operation process, we will propose the system model in the next section.

IV. SYSTEM MODEL

In this section, we describe the system model of blockchain. Sections IV-A and IV-B introduce our key modeling assumptions and the basic problem setting, respectively. We then characterize the payoffs of individuals from blockchain and social welfare in Section IV-C. Finally, we formulate a Stackelberg game in Section IV-D.

A. Assumption

To facilitate the later analysis, we make the following assumptions about blockchain:

Assumption 1: All users propose transactions at the beginning of mining round $1$ synchronously.

When a miner selects a transaction, he mainly considers the transaction’s fee and storage cost, and cares little about the transaction’s proposing time [24]. Thus, Assumption 1 allows us to derive insights on how heterogeneous miners select transactions, while simplifies the analysis of how users set transaction fees [14], [16], [26]. We will relax Assumption 1 in Section VI by considering the impact of asynchronous transaction proposals and pending transactions in the transaction pool. Experiment results show that the main insights derived under Assumption 1 are still valid in the more realistic case.

Assumption 2: When a miner selects a total of $k = 1, 2, \cdots$ transactions, his selection is the top-$k$-fee-per-byte transactions in the transaction pool.

Assumption 2 realistically characterizes miners’ behaviors in Bitcoin and Ethereum [24], [27]. Specifically, for the mining pools named “AntPool”, “F2Pool”, and “BTC.com”, their acceptance rates of top-$k$-fee-per-byte transactions are about 90%, while the acceptance rates of out-of-top-$2k$-fee-per-byte transactions are less than 5%. Theoretically speaking, when a miner selects transactions to maximize his total fee reward, he needs to solve a knapsack problem, as each block can contain a limited size of transactions. An effective heuristic algorithm to solve the knapsack problem is the greedy algorithm as described in Assumption 2. Since the size of the transaction is smaller than 5% of the block size (which is practical in blockchain [28]), the greedy algorithm yields an optimality gap no higher than 5% for the miner, based on the theoretical analysis [29].

Next, we will present the system model. Table I summarizes the key notations of this paper.

B. Problem Setting

In this subsection, we introduce the decisions of the system designer, users, and miners.

1) System Designer’s Decision: The system designer designs the Fee and Transaction Expiration Time (FTET) mechanism to achieve blockchain storage sustainability, i.e., for any transaction, its fee will be able to cover its storage costs of all miners.

The FTET mechanism specifies two parameters, motivated by the key reasons behind the storage sustainability issue.

- The minimum fee-per-byte $\rho \geq 0$ for all users and all transactions: As low-storage-cost miners admit low-fee transactions, the FTET mechanism stipulates that no user can propose a fee-per-byte lower than $\rho$.
- Transaction expiration time $T \in \mathbb{N}^+$ (a positive integer): As users’ fee competition intensity is low, the FTET mechanism assigns an expiration time $T$ for transactions to control the fee competition level. After the user proposes a transaction, miners can choose to append it to blockchain within the next $T$ mining rounds. Otherwise, the transaction expires and disappears from the transaction pool. A lower $T$ reduces the maximum delay for the transactions while increasing the fee competition intensity among the users, as there are fewer the transaction inclusion opportunities.

Note that today’s protocols in Bitcoin and Ethereum is a special case of the FTET mechanism, with $(\rho, T) = (0, \infty)$.

The system designer aims to set the parameters of the FTET mechanism to maximize social welfare, subject to the storage sustainability constraint. Note that social welfare maximization is a reasonable objective for the blockchain online community.
as its goal is to select the outcome that the group most prefers [30], [31]. We will elaborate the social welfare function in Section IV-C and the storage sustainability constraint in Section IV-D.

2) Users’ Decisions: We consider a set of \( I = \{1, \cdots, I\} \) users,\(^6\) who decide whether to propose transactions considering the number of pending transactions.\(^7\) When proposing a transaction, a user needs to tradeoff between paying a higher fee and bearing a higher delay.\(^8\) Thus, each user \( i \in I \) decides the transaction proposing probability \( p_i \in [0, 1] \) and fee-per-byte \( \rho_i \geq \rho \) for his transaction. Specifically, user \( i \) chooses to propose transaction \( \theta_i \) with a probability \( p_i \), and chooses not propose any transaction with probability \( 1 - p_i \). For notational convenience, we use \( z_i = (p_i, \rho_i) \) to denote each user’s strategy.

Each user will choose his strategy to maximize his payoff, which depends on whether his transaction is included in the blockchain, fee payment to the miner, and his transaction’s delay. We will elaborate the user’s payoff function in Section IV-C.

3) Miners’ Decisions: We analyze a total \( T \) mining rounds, given all transactions expire afterward. The time duration of each mining round \( t \in T \triangleq \{1, \cdots, T\} \) follows an independent and identically distributed (i.i.d.) distribution with an average of \( T \) (which depends on the block mining process). We first introduce the miners’ decisions in mining round \( t \), and then illustrate the miners’ decisions in all \( T \) rounds by an example.

There is a set \( M = \{1, \cdots, M\} \) of miners in the blockchain system. At the beginning of mining round \( t \), each miner \( m \in M \) decides to select a transaction set \( X_m^t \) to be included in his block, considering the tradeoff between transaction fees and storage costs. Specifically, we assume that each miner can choose to include \( K \) transactions from the transaction pool \( Q^t \) (i.e., the set of pending transactions at the beginning of mining round \( t \)) due to the block size limit. Thus miner \( m \)’s strategy \( \theta_m \) satisfies:

\[
X_m^t \in B_m^t \triangleq \{Y|Y \subseteq Q^t \text{ and } |Y| \leq K\}. \quad (1)
\]

From Assumption 2, each miner decides the number of top-fee-per-byte transactions to select to maximize his payoff, which consists of transaction fees and storage costs. We will elaborate the miner’s payoff function in Section IV-C.

In Fig. 2, we use an example of \( T = 2 \) and \( M = 2 \) to illustrate miners’ decisions. At the beginning of mining round 1, the transaction pool \( Q^1 \) contains three transactions.

- Mining round 1: Both miners 1 and 2 adopt strategy \( \{\theta_2, \theta_3\} \). Miner 2 succeeds in generating the block and appends \( \theta_2 \) and \( \theta_3 \) to the blockchain. The transaction pool deletes the transactions in the blockchain, i.e., \( Q^2 = Q^1 \setminus \{\theta_2, \theta_3\} \).
- Mining round 2: Miners 1 and 2 adopt strategy \( \emptyset \) and \( \{\theta_1\} \), respectively. Miner 1 generates the block and appends no transaction to the blockchain. Hence \( \theta_1 \) expires after mining round 2 as \( T = 2 \), i.e., \( Q^3 = \emptyset \).

Next we will introduce the miner’s payoff, user’s payoff, and the social welfare.

C. Payoff Functions and Social Welfare

When miners generate blocks in \( T \) mining rounds, miners and users will receive the payoffs from the blocks, as defined below.

1) Miner’s Payoff: We consider a generic mining round \( t \). When a miner generates a block, he obtains the transaction fees associated with transactions included in the block. Meanwhile, all miners bear the storage cost of the block. We explain these two terms in details next.\(^9\)

- Transaction fee: We denote the normalized mining power of miner \( m \) as \( \alpha_m \), satisfying \( \sum_{m \in M} \alpha_m = 1 \). When miner \( m \) appends a block to blockchain (with a probability \( \alpha_m \)), he obtains the transaction fees of all transactions in the block, which is \( \sum_{i \in X_m^t} f_i \). The transaction fee of any \( \theta_i \) equals to the product of its size and fee-per-byte, i.e., \( f_i = s_i \rho_i \).
- Storage cost: Miners bear heterogeneous storage costs according to their storage modes. Motivated by the practice of Ethereum,\(^10\) we consider miners with two storage types: a set \( M_L \) of \( m_L \) low-storage-cost miners (denoted as type-L) and a set \( M_H \) of \( m_H \) high-storage-cost miners (denoted as type-H). Specifically, we let \( C_m \) denote miner \( m \)’s storage cost incurred by one byte of transaction:

\[
C_m = \begin{cases} 
C_L, & \text{if } m \in M_L, \\
C_H, & \text{if } m \in M_H,
\end{cases} \quad (2)
\]

where \( C_H \geq C_L \). The homogenous cost case of \( C_H = C_L \) in [10] is a special case of our model. If a miner \( m \) stores a transaction \( \theta_i \) of size \( s_i \), he will bear the cost of \( s_i C_m \). Thus, when any miner \( n \in M \) appends a block to blockchain, miner \( m \) (which can be the same or different from \( n \)) suffers the cost of \( \sum_{i \in X_m^t} s_i C_m \), since all miners need to store the same block including the transactions.

\(^9\)We treat the block reward and mining cost as the sunk revenue and sunk cost for each miner (and do not include them in our model), because they are independent of each miner’s transaction selection. Moreover, the long-term blockchain storage sustainability mainly depends on transaction fees, as the block reward decreases over time.

\(^{10}\)Ethereum offers two storage modes for a full node: default and archive. On Feb. 2021, a full node’s default mode requires 650 GB of disk space, while an archival mode requires 6.3 TB [4].
that miner $n$ selects [36].\footnote{We neglect the storage cost of non-transaction data since it is very small. For example, on Feb 1st, 2020, the average block size of Bitcoin is 1.313 MB, while non-transaction data in a block is less than 1 KB [5].} As each miner $n$ appends a block with a probability $\alpha_n$, miner $m$’s storage cost in mining round $t$ is follows:

$$\psi_m^{t}(\mathcal{X}^t_m, \mathcal{X}^t_{-m}) = \sum_{n \in \mathcal{M}} \alpha_n \sum_{i \in \mathcal{X}^t_n} s_i C_{m},$$

where $\mathcal{X}^t_{-m} = (\mathcal{X}^t_n, \forall n \in \mathcal{M}, n \neq m)$ denotes other miners’ strategies (except miner $m$) in mining round $t$. Overall, miner $m$’s payoff function in mining round $t$ is as follows:

$$v_m^{t}(\mathcal{X}^t_m, \mathcal{X}^t_{-m}) = \alpha_m \sum_{i \in \mathcal{X}^t_m} s_i \rho_i - \psi_m^{t}(\mathcal{X}^t_m, \mathcal{X}^t_{-m}).$$

2) User’s Payoff: We first define the delay faced by any transaction $\theta_i$ when a user $i$’s transaction is included in blockchain. Then we introduce user $i$’s delay faced by any transaction $\theta_i$ in the blockchain.

- **Proposing time**: We denote the start time of mining round $t$ as $\tau_i^{pro} = \text{time}(t_i)$. When user $i$ proposes transaction $\theta_i$ at the beginning of mining round 1, the proposing time of $\theta_i$ is $\tau_i^{pro} = \text{time}(1)$.

- **In-blockchain time**: When a miner generates a block $t \in T$ containing $\theta_i$, the mining round $t$ ends and round $t + 1$ starts. Thus, we define $\theta_i$’s in-blockchain time as $\tau_i^{in} = \text{time}(t_i) + 1$.

- **Delay**: The delay is the difference between the in-blockchain time and the proposing time, i.e., $d_i = \tau_i^{in} - \tau_i^{pro}$. The delay $d_i$ is a random variable, since time duration of each mining round is not deterministic (e.g., Ethereum). Moreover, it is a function of the strategies of all users and all miners in all $T$ mining rounds, i.e., $d_i(z, \mathcal{X})$ with $z = (z_i, \forall i \in I)$ and $\mathcal{X} = (\mathcal{X}_i, \forall i \in \mathcal{I})$, because it depends on the number of transactions, transaction fee-per-byte values, and miners’ transaction selection decisions. Lemma 1 in Section V-A presents the expression of expected delay $\mathbb{E}[d_i]$.

Then we introduce user $i$’s surplus from his transaction $\theta_i$, based on whether or not $\theta_i$ is eventually included in a block:

- If $\theta_i$ is included in a block: The surplus derived from $\theta_i$ includes the following three aspects:
  - **Satisfaction level**: User $i$ will experience the satisfaction level $R > 0$ when transaction $\theta_i$ is included in the blockchain. For instance, a user can successfully purchase a crypto artwork [37] and experience some happiness once the corresponding transaction is approved and included in the blockchain.
  - **Transaction fee**: User $i$ pays the transaction fee of $s_i \rho_i$ to a miner who includes the transaction in the block. We assume that the size of a transaction $\theta_i$ follows an i.i.d. distribution with an expected value of $\mathbb{E}[s_i] = \bar{s}$.
  - **Delay cost**: We assume that the user bears a cost of $\gamma > 0$ for each unit of delay. The factor $\gamma$ reflects the impatience level of the user, where a higher $\gamma$ indicates a higher user impatience level. Thus, transaction $\theta_i$ incurs a delay cost of $\gamma d_i(z, \mathcal{X})$. Such a cost reflects the *fee competition* among users: as each user wants to bear a low delay cost, he needs to set a higher fee-per-byte than others to encourage the miners to include his transaction in the blockchain earlier.

To sum up, user $i$’s surplus derived from in-blockchain transaction $\theta_i$ is

$$\delta_i(z, \rho, \mathcal{X}) = R - s_i \rho_i - \gamma d_i(z, \mathcal{X}).$$

The surplus is a function of minimum fee-per-byte $\rho$ because user $i$’s fee-per-byte satisfies $\rho_i \geq \rho$.

- **The transaction $\theta_i$ expires if it is not included in any block**: After $T$ mining rounds from its proposing time. In this case, user $i$ does not obtain the satisfaction level $R$ or pay fee $s_i \rho_i$. However, user $i$ still needs to wait until expiration and suffers a loss of

$$\delta_i(z, \rho, \mathcal{X}) = - A.$$

We assume that $A \geq \gamma T \bar{s} > 0$, as the amount of penalty $A$ includes both the delay cost and loss due to the transaction expiration.

The following indicate function will help simplify the expression:

$$\mathbb{I}(i) = \begin{cases} 1, & \text{if } \theta_i \text{ is included in blockchain}, \\ 0, & \text{if } \theta_i \text{ is not included in blockchain}. \end{cases}$$

Hence user $i$’s surplus derived from transaction $\theta_i$ can be written as

$$\delta_i(z, \rho, \mathcal{X}) = \mathbb{I}(i)[R - s_i \rho_i - \gamma d_i(z, \mathcal{X})] - [1 - \mathbb{I}(i)] A.$$

Finally, we present the user’s payoff function. When user $i$ proposes transaction $\theta_i$, we have defined his surplus from $\theta_i$ in (8). When user $i$ proposes no transaction, we define his surplus as 0. Then user $i$’s payoff function can be written as:

$$u_i(z, \rho, \mathcal{X}) = p_i \mathbb{E}[\delta_i(z, \rho, \mathcal{X})],$$

where $p_i$ is the transaction proposing probability and $\mathbb{E}[\delta_i(z, \rho, \mathcal{X})]$ is user $i$’s expected surplus from transaction $\theta_i$. The expectation is taken in terms of random variables delay $d_i$ and transaction size $s_i$.

3) Social Welfare: The social welfare is the summation of all entities’ payoffs over $T$ mining rounds, i.e.,

$$sw(\rho, T, z, \mathcal{X}) = \sum_{i \in I} u_i(z, \rho, \mathcal{X}) + \sum_{t \in T} \sum_{m \in \mathcal{M}} v_m^{t} (\mathcal{X}_t).$$

\subsection*{D. Stackelberg Game Formulation}

We model the strategic interactions among the system designer, users, and miners as a three-stage Stackelberg game as shown in Fig. 3.
1) Stage I: FTET Mechanism Design: In Stage I, the system designer designs the FTET mechanism, including setting the minimum fee-per-byte \( \rho \) and transaction expiration time \( T \). The mechanism design should satisfy the storage sustainability constraint defined as follows:

Definition 1 (Storage Sustainability Constraint): A mechanism satisfies the storage sustainability constraint if (11) holds for each user \( i \) who may propose a transaction (i.e., \( p_i > 0 \)).

\[
\mathbb{E}[p_i] \geq C^\text{tot} \triangleq m_L C_L + m_H C_H. \tag{11}
\]

In other words, the storage sustainability constraint means that each user’s expected fee-per-byte is higher than all miners’ total storage costs per byte.

Moreover, the system designer’s goal is to maximize the social welfare, such that we can formulate the FTET mechanism design problem as follows:

\[
\begin{align*}
\max \ & \text{sw}(\rho, T, z, \mathcal{X}) \\
\text{s.t.} \ & (11) \\
\text{var.} \ & \rho \geq 0, \ T \in \mathbb{N}^+. \tag{12}
\end{align*}
\]

2) Stage II: Transaction Proposals: In Stage II, users propose their transactions in a game theoretical fashion as follows:

Game 1 (Users’ Transactions Proposing Game in Stage II): The users’ transaction proposing game is a tuple \( (\Omega, Z, U) \) defined by:

- Players: The set \( \mathcal{I} \) of users.
- Strategies: Each user \( i \) chooses an action \( z_i = (p_i, \rho_i) \in Z_i = [0, 1] \times [\rho, \infty) \), i.e., transaction proposing probability and fee-per-byte. The strategy profile of all users is \( z = (z_i, \forall i \in \mathcal{I}) \) and the set of feasible strategy profile of all users is \( Z = \prod_{i \in \mathcal{I}} Z_i \).
- Payoffs: The vector \( U = (u_i, \forall i \in \mathcal{I}) \) contains all users’ payoffs as defined in (9).

3) Stage III: Block Mining: In each mining round \( t \in T \) of Stage III, the miners interact with each other in a game theoretical fashion as follows:

Game 2 (Miners’ Transaction Selection Game in Mining Round \( t \) in Stage III): The miners’ transaction selection game in mining round \( t \) is a tuple \( \Gamma' = (\mathcal{M}, \mathcal{B'}, \mathcal{V'}) \) defined by:

- Players: The set \( \mathcal{M} \) of miners.
- Strategies: Each miner \( m \) chooses a transaction set \( \mathcal{X}'_m \in \mathcal{B}'_m \), where \( \mathcal{B}'_m \) is defined in (1). The strategy profile of all miners is \( \mathcal{X}' = (\mathcal{X}'_m, \forall m \in \mathcal{M}) \) and the set of feasible strategy profile of all miners is \( \mathcal{B}' = \prod_{m \in \mathcal{M}} \mathcal{B}'_m \).
- Payoffs: The vector \( \mathbf{V}' = (v'_m, \forall m \in \mathcal{M}) \) contains all miners’ payoffs as defined in (4).

Next, we use backward induction to solve the three-stage game.

V. ANALYSIS OF THE THREE-STAGE MODEL

In this section, we derive the equilibrium of the three-stage game via backward induction. We derive the miners’ equilibrium of Stage III in Section V-A, the users’ equilibrium of Stage II in Section V-B, and the solution of FTET mechanism design problem of Stage I in Section V-C, respectively.

A. Stage III: Miners’ Transaction Selection Game

We first solve the miners’ equilibrium strategies in Game 2 in each mining round \( t \), given the FTET mechanism designed in Stage I and the users’ strategies in Stage II. Then we analyze the transaction’s delay based on miners’ equilibrium.

1) Miners’ Equilibrium in Stage III: The Stage III contains \( T \) mining rounds. As miners’ decisions in an early mining round will impact their payoffs in later mining rounds,\(^{12}\) we will derive the subgame perfect Nash equilibrium (SPNE) in Stage III. We first define the Nash equilibrium for the game in each mining round \( t \), and then we define the subgame and SPNE.

Definition 2 (Nash Equilibrium): A strategy profile \( (\mathcal{X}'^t_m, \mathcal{X}'^t_{-m}) \) constitutes a Nash equilibrium of Game 2 in mining round \( t \in T \) if

\[
v'_m(\mathcal{X}'^t_m, \mathcal{X}'^t_{-m}) \geq v'_m(\mathcal{X}'^{t'}_m, \mathcal{X}'^{t'}_{-m}), \forall m \in \mathcal{M}. \tag{13}
\]

At a Nash equilibrium, no miner can increase his payoff by unilaterally changing his strategy.

Definition 3 (Subgame): A subgame is a subset of all games in Stage III that includes an initial game and all its successor games.

In other words, the game from any mining round \( t \in T \) to the last mining round \( T \) constitutes a subgame.

Definition 4 (Subgame Perfect Nash Equilibrium): A strategy profile in Stage III constitutes a subgame perfect Nash equilibrium if and only if it is a Nash equilibrium in every subgame.

At SPNE (to be shown in Theorem 1), a miner selects all the top-fee-per-byte transactions (up to \( K \) transactions due to the block size) with fee-per-byte no lower than a threshold. When the threshold is \( \rho_t \), the corresponding transaction selection strategy in mining round \( t \) is as follows:

\[
Q^t_t(\rho_t) \triangleq \arg \max_{Q^t \subseteq \{i \in Q^t | \rho_i > 0\}} \sum_{i \in Q^t} \rho_i. \tag{14}
\]

Moreover, we define two functions to characterize miners’ thresholds in mining round \( t \) as follows:

\[
\begin{align*}
\sigma_H(t) & \triangleq \max\{\sum_{m \in \mathcal{M}_H} \alpha_m (T-t+1) C_H, C_L, \rho\}, \tag{15} \\
\sigma_L(t) & \triangleq \max\{C_L, \rho\}. \tag{16}
\end{align*}
\]

\(^{12}\)When a miner includes a transaction in blockchain, all miners cannot include the transaction and get the transaction fee afterwards.
Then we summarize the SPNE of Stage III in Theorem 1.

**Theorem 1 (Miners’ SPNE in Stage III):** The strategy profile $A^m_{SPNE}$, $\forall m \in M, \forall t \in T$ constitutes a SPNE in Stage III, where

$$A^m_{SPNE} = \begin{cases} Q'(\sigma_H(t)), & \text{if } m \in M_H, \\ Q'(\sigma_L(t)), & \text{if } m \in M_L. \end{cases} \quad (17)$$

We leave all the proof of lemmas, propositions, and theorems in the online appendix [38] due to the space limit.

Here we elaborate the intuition behind Theorem 1. In mining round $t$, type-$H$ and type-$L$ miners’ fee-per-byte thresholds for admitting any transaction are $\sigma_H(t)$ and $\sigma_L(t)$, respectively. That is to say, if $\rho_i < \sigma_H(t)$ ($\rho_i < \sigma_L(t)$, respectively), none of the type-$H$ (type-$L$, respectively) miners will select transaction $\theta_i$.

Moreover, we summarize an interesting insight of type-$H$ miner’s fee-per-byte threshold as follows.

**Corollary 1:** As $T$ increases, the type-$H$ miners’ fee-per-byte threshold $\sigma_H(t)$ decreases.

To understand Corollary 1, consider a transaction $\theta_i$ that type-$H$ miners will admit but type-$H$ miners will not. As the expiration time $T$ increases, if type-$H$ miners still do not plan to admit the transaction, type-$L$ miners will be more likely to append $\theta_i$ to the blockchain, causing type-$H$ miners to receive no transaction fee but eventually bear the storage cost. Then type-$H$ miners would rather accept $\theta_i$, bearing the storage cost but getting some fee.

Corollary 1 demonstrates one of the key reasons causing storage sustainability issue, i.e., low-storage-cost miners cause the blockchain to admit low-fee transactions. In today’s blockchain protocol (i.e., $(\rho, T) = (0, \infty)$), a type-$H$ miner’s fee-per-byte threshold for accepting a transaction is the same as a type-$L$ miner’s. Thus, a type-$H$ miner will admit all transactions (including low-fee ones) that a type-$L$ miner admits.

2) Transaction’s Delay: Based on miners’ equilibrium strategies, we will derive the transaction $\theta_i$’s expected delay $E[d_i]$. The delay of transaction $\theta_i$ depends on whether the transaction expires and the numbers of transactions with a higher or equal fee-per-byte. To facilitate the discussions, we define the indicator function comparing value against $T$ as

$$I_T(t) = \begin{cases} 1, & \text{if } t \leq T, \\ 0, & \text{if } t > T. \end{cases} \quad (18)$$

The sets of other users (excluding $i$) who assign fee-per-byte strictly higher than $\rho_i$ and equaling $\rho_i$ are $\mathcal{H}_i(\rho_i)$ and $\mathcal{E}_i(\rho_i)$, respectively:

$$\mathcal{H}_i(\rho_i) \triangleq \{ j \in I \setminus \{i\} | \rho_j > \rho_i \}, \quad (19)$$

$$\mathcal{E}_i(\rho_i) \triangleq \{ j \in I \setminus \{i\} | \rho_j = \rho_i \}. \quad (20)$$

Lemma 1 characterizes the expected delay of transaction $\theta_i$.

**Lemma 1:** If transaction $\theta_i$’s fee-per-byte satisfies $\rho_i \geq \sigma_H(\min\{T, \lceil T/k \rceil\})$, then the transaction will experience an expected delay of $E[d_i]$ in (21), as shown at the bottom of the next page.\(^{14}\)

---

\(^{13}\)Notice that $\lceil \cdot \rceil$ is the ceiling function.

\(^{14}\)We denote the set of all subsets of any set $\mathcal{L}$ as $2^\mathcal{L} = \{ \mathcal{J} | \mathcal{J} \subseteq \mathcal{L} \}$.

Lemma 1 does not include $\rho_i < \sigma_H(\min\{T, \lceil T/k \rceil\})$ because it does not happen at the equilibrium of Stage II (as we will show in Theorem 2).

Here we explain the intuition of Lemma 1 by considering transaction $\theta_i$ in mining round $t$. When $\rho_i \geq \sigma_H(\min\{T, \lceil T/k \rceil\})$, transaction $\theta_i$’s fee-per-byte is above any miner’s fee-per-byte threshold in any mining round $t \in T$.

- If transaction $\theta_i$ is among the top-$K$-fee-per-byte transactions, then all the miners will admit $\theta_i$ in mining round $t$. Hence its expected delay is $T/k$.
- If transaction $\theta_i$ is not the among top-$K$-fee-per-byte transactions, then none of the miners will admit $\theta_i$ in mining round $t$. Hence we need to check $\theta_i$ in mining round $t + 1$ (or $\theta_i$ will expire if $t = T$).

B. Stage II: Users’ Transaction Proposing Game

In this subsection, we solve the users’ equilibrium strategies in Game 1, given the FTET mechanism designed in Stage I while anticipating the SPNE in Stage III.

We characterize the non-existence of pure strategy Nash equilibrium (i.e., Definition 2) in Proposition 1.

**Proposition 1 (Non-existence of Pure Strategy Nash Equilibrium in Stage II):** When $\sigma_H(\min\{T, \lceil T/k \rceil\}) < \frac{R_{\min}}{s}$, there does not exist a pure strategy Nash equilibrium in Stage II.

Proposition 1 shows that when the miner’s fee-per-byte threshold is low (i.e., $\sigma_H(\min\{T, \lceil T/k \rceil\}) < \frac{R_{\min}}{s}$), there does not exist a pure strategy equilibrium. This is due to the payoff function’s discontinuity at fee-per-byte equal to other users’. We illustrate this point by a simple 2-user-1-transaction-per-block example (i.e., $I = 2$ and $K = 1$). When user 1’s fee-per-byte is not high, user 2 can set a fee-per-byte slightly higher than user 2’s to reduce the delay, since miners choose the top-fee-per-byte transaction first. User 1 will follow the same logic, and the fee-per-byte may end up to be high. However, if any user sets a high fee-per-byte, the other user can set a low fee-per-byte (i.e., the fee-per-byte threshold that type-$H$ miners accept transactions) to reduce the fee payment. As a result, there is no pure strategy equilibrium where users achieve mutual best responses.

As the pure strategy Nash equilibrium does not exist if $\sigma_H(\min\{T, \lceil T/k \rceil\}) < \frac{R_{\min}}{s}$, next we will focus on characterizing the mixed strategy Nash equilibrium in Stage II. To facilitate the analysis, we use $\mu_{i,p}$ ($\mu_{i,p}$, respectively) to denote a probability measure\(^{15}\) over user $i$’s strategy space of transaction proposing probability $[0, 1]$ (fee-per-byte $\lceil \rho_i, \infty \rceil$, respectively). Thus, we can denote user $i$’s mixed strategy as $\mu_i = (\mu_{i,p}, \mu_{i,p})$, i.e., a two-dimension probability measure.

**Definition 5 (Mixed Strategy Nash Equilibrium):** A vector of probability measure $(\mu_{i,p}^{\text{NE}}, \forall i \in I)$ constitutes a mixed strategy Nash equilibrium if (22), as shown at the bottom of the next page, holds for each $i \in I$ and each $\mu_i$.

Furthermore, we consider the symmetric mixed strategy Nash equilibrium (SMNE), where all users use the same mixed strategy. The symmetric equilibrium has been widely used in...
cases that players of the game have i.i.d. random parameters (i.e., the transaction size in our model) [32], [39]. For the ease of exposition, we define some terminology related to the SMNE.

**Definition 6 (Stage II SMNE Types):** The probability measure vector (μ^NE\_p, μ^NE\_T), \(\forall i \in I\) denotes a SMNE, which has the following several types:

(i) An All-SMNE is that each user proposes a transaction, i.e., \(\mu^NE\_p\{p_i = 1\} = 1\).

(ii) A Partial-SMNE is that each user proposes a transaction with a probability \(\pi_i^* \in (0, 1), i.e., \mu^NE\_p\{p_i = \pi_i^*\} = 1\).

(iii) A None-SMNE is that no users propose any transaction, i.e., \(\mu^NE\_p\{p_i = 0\} = 1\).

Theorem 2 summarizes the conditions under which different types of SMNEs emerge in Stage II. Here we define the intermediate function \(g(p_i, p_T, T)\) in (23), as shown at the bottom of this page, to characterize the equilibrium strategy of users. “CDF” is the abbreviation for “cumulative distribution function”.

**Theorem 2 (Users’ SMNE in Stage II):**

1) When \(T \geq \left[ \frac{I}{K} \right]\), Table. II summarizes the SMNE of Stage II.

2) When \(T < \left[ \frac{I}{K} \right]\), Table. III summarizes the SMNE of Stage II.

As the miner’s fee-per-byte threshold \((\sigma_H\left(\left[ \frac{I}{K} \right]\right))\) or \(\sigma_H(T)\) increases, the user’s transaction proposing probability decreases and eventually equals zero (i.e., None-SMNE), because the higher fee-per-byte payment reduces each user’s incentive to propose a transaction. Moreover, we notice that the All-SMNE does not exist when \(KT < I\). This is because when \(KT < I\), if each user proposes one transaction for all \(I\) users, miners at most append \(KT\) transactions to the blockchain and some users must suffer an expiration loss \(-A\), which is worse than not proposing any transaction and getting a zero payoff. Hence users have an incentive to lower the transaction proposing probability. Notice that the user’s fee-per-byte strategy depends on the system parameters like the number of transactions per block \(K\) and block generation time \(\Delta\), as function \(g\) in (23) depends on these parameters. We illustrate these factors’ impact on the user’s fee-per-byte strategy in online appendix [38] due to space limit.

**C. Stage I: System Designer’s FTET Mechanism Design**

In this subsection, we first derive the optimal FTET mechanism and then analyze the corresponding social welfare. Finally, we discuss the impact of the transaction expiration time.

1) The Optimal FTET Mechanism: By solving Problem (12), we derive the optimal FTET mechanism in Theorem 3, where \(| \cdot |\) denotes the floor function.

**Theorem 3 (The Optimal FTET Mechanism):** The optimal FTET mechanism (characterized by the optimal solution of Problem (12)) satisfies

\[
\left(\bar{\rho}, T^*\right) = \left(C^{tot}, \left[\frac{R - \bar{s}C^{tot} + A}{\gamma\Delta}\right]\right).
\]  

(27)

Theorem 3 shows that under the optimal FTET mechanism, the minimum fee-per-byte is \(\rho^* = C^{tot}\), ensuring the storage sustainability. The transaction expiration time is a finite value (i.e., \(T^* = \left[\frac{R - \bar{s}C^{tot} + A}{\gamma\Delta}\right]\)). Before mining round \(T^*\), a transaction’s delay cost is small compared with the expiration loss, such that it is better off to include it in blockchain. After mining round \(T^*\), the delay cost is large and the transaction expires.

2) Social Welfare of the Optimal FTET Mechanism: We will compare the social welfare of the optimal FTET mechanism with the unconstrained social optimum, which is the maximum social welfare of the FTET mechanism without consideration of storage sustainability constraint (11).

Formally, the unconstrained social optimum \(sw^{opt}\) is the optimal value of Problem (28).

\[
sw^{opt} \triangleq \max_{\rho, T, z, X} \text{sw}(\rho, T, z, X) \quad \text{var. } \rho \geq 0, T \in \mathbb{N}^+. \quad (28)
\]
Although Problem (12) has more constraints than Problem (28), we can show that the optimal FTET mechanism actually achieves the unconstrained social optimum in Proposition 2.

**Proposition 2 (Achieving Unconstrained Social Optimum):** The optimal solutions of Problems (12) and (28) are the same.

Propositions 2 and 3 imply that the optimal mechanism may let transactions expire to achieve the unconstrained social optimum, i.e., higher social welfare than today’s protocol without transaction expiration (i.e., \((\rho, T) = (0, \infty)\)). The rationale behind this surprising result is as follows. Although the transaction expiration time \(T^*\) intensifies the fee competition and causes the expiration loss to users, it also sets an upper bound on the transaction’s delay and reduces delay costs. Thus, the optimal FTET mechanism will let some transactions expire when the delay cost is high.

**VI. EXPERIMENTAL RESULTS**

The analysis so far has assumed that users propose their transactions synchronously at the beginning of mining round 1. In practice, however, users often propose their transactions asynchronously and face pending transactions proposed earlier. To validate the performance of the proposed mechanism in a realistic environment, we implement a complete Bitcoin-based blockchain testbed. We first compare our proposed mechanism with the state-of-art mining round time adjustment (MRTA) mechanism proposed in [10] under the asynchronous transaction proposing in Sections VI-A to VI-C. Then we analyze how pending transactions affect the user’s strategy in Section VI-D.

**A. Experiment Setup**

We implement a Bitcoin-based blockchain system on a cluster of three cloud instances in [40]. Each instance contains

\[
\begin{align*}
G_1^{\text{NE}}(\rho_i) &= \begin{cases} 0, & \text{if } \rho_i < \sigma_H\left(\frac{R - \frac{\gamma \Delta}{\sigma}}{\Delta}\right), \\ 1, & \text{if } \sigma_H\left(\frac{R - \frac{\gamma \Delta}{\sigma}}{\Delta}\right) \leq \rho_i \leq \sigma_H\left(\frac{R - \frac{\gamma \Delta}{\sigma}}{\Delta} + \frac{\gamma \Delta}{\sigma}\right), \\ 1, & \text{if } \rho_i > \sigma_H\left(\frac{R - \frac{\gamma \Delta}{\sigma}}{\Delta} + \frac{\gamma \Delta}{\sigma}\right). 
\end{cases}
\end{align*}
\]

\[
\begin{align*}
G_2^{\text{NE}}(\rho_i) &= \begin{cases} 0, & \text{if } \rho_i < \sigma_H\left(\frac{R - \frac{\gamma \Delta}{\sigma}}{\Delta}\right), \\ 0, & \text{if } \sigma_H\left(\frac{R - \frac{\gamma \Delta}{\sigma}}{\Delta}\right) \leq \rho_i \leq \sigma_H\left(\frac{R - \frac{\gamma \Delta}{\sigma}}{\Delta} + \frac{\gamma \Delta}{\sigma}\right), \\ 1, & \text{if } \rho_i > \sigma_H\left(\frac{R - \frac{\gamma \Delta}{\sigma}}{\Delta} + \frac{\gamma \Delta}{\sigma}\right). 
\end{cases}
\end{align*}
\]

\[
\begin{align*}
G_3^{\text{NE}}(\rho_i) &= \begin{cases} 0, & \text{if } \rho_i < \sigma_H\left(\frac{R - \frac{\gamma \Delta}{\sigma}}{\Delta}\right), \\ 0, & \text{if } \sigma_H\left(\frac{R - \frac{\gamma \Delta}{\sigma}}{\Delta}\right) \leq \rho_i \leq \sigma_H\left(\frac{R - \frac{\gamma \Delta}{\sigma}}{\Delta} + \frac{\gamma \Delta}{\sigma}\right), \\ 1, & \text{if } \rho_i > \sigma_H\left(\frac{R - \frac{\gamma \Delta}{\sigma}}{\Delta} + \frac{\gamma \Delta}{\sigma}\right). 
\end{cases}
\end{align*}
\]
The second batch of users can observe the transaction history before their proposals and make their decisions accordingly. The first batch of users will take the second batch of users’ future strategic behaviors into consideration when making their decisions. It is very challenging to fully characterize the equilibrium of such a dynamic game in closed-form.

To numerically solve the new asynchronous model, we discretize each user’s two-dimensional strategy space into a $50 \times 50$ mesh, such that each user chooses the strategy from a point in the mesh. We still consider the symmetric Nash equilibrium where the first batch of users make the same decision and so do the second batch. Then we derive the subgame perfect Nash equilibrium by the Zermelo’s algorithm [44].

We run each experiment 500 times with randomized miners’ mining power and show the average result.

### B. Expected Fee-Per-Byte

To compare two mechanisms in terms of storage sustainability, we study the impact of the number of users $I$, the user’s impatience level $\gamma$, and user’s satisfaction level $R$ on the expected fee-per-byte.

When studying the impact of the number of users $I$, we set $I \in [500, 5000]$, because the blockchain system can include about 500-5000 transactions (in multiple blocks) during the general range of the transaction’s delay in Ethereum (i.e., 30 seconds to 5 minutes) [45]. When studying the impact of users’ parameters $\gamma$ and $R$, we choose to fix $I = 2000$. We will further specify other system parameters in the figure captions.

Fig. 5 illustrates the impact of various parameters on the expected fee-per-byte $E[\rho_i^\text{NE}]$. All three subfigures show the same curves with the same legends. We will explain Fig. 5(a) in details. To facilitate the explanation, we further plot the corresponding average number of transactions in Fig. 6, as the number of transactions affects the fee-per-byte (to be explained).

#### 1) Fig. 5(a): Impact of the Number of Users $I$ on $E[\rho_i^\text{NE}]$.

The benchmark storage cost curve is the total storage cost per byte (i.e., $C_{\text{tot}}$). When a mechanism’s fee-per-byte curve is higher than the storage cost, the mechanism meets the storage sustainability constraint. The FTET-syn and FTET-asy curves correspond to the expected fee-per-byte values of the optimal FTET mechanism under synchronous and asynchronous transaction proposing, respectively. The MRTA-asy curves show the expected fee-per-byte of MRTA protocol under the asynchronous setting.

We first focus on the optimal FTET mechanisms under the synchronous transaction proposing. Its expected fee-per-byte (FTET-syn) is higher than $C_{\text{tot}}$, ensuring the storage sustainability. This result also holds for both Figs. 5(b) and (c). This observation validates the result in Theorem 3. Moreover, the expected fee-per-byte first increases in the number of users $I$ and then roughly remains constant when $I$ is large enough. Initially, the number of proposed transactions increases with $I$ (as illustrated in Fig. 6(a)) and users’ competition for experiencing a short delay drives up the transaction fee. However, when $I$ is large, the fee competition is very intense. Further
increasing $I$ does not increase the number of transactions and the transaction fee.

Then we discuss the asynchronous settings. The expected fee-per-byte of the optimal FTET mechanism under synchronous transaction proposing is higher than under the asynchronous case. Notice that this relation also appears in both Figs. 5(b) and (c). Thus, we make the following observation:

**Observation 1:** In the optimal FTET mechanism, users choose higher fee-per-byte under the synchronous setting than under the asynchronous setting.

The reason behind Observation 1 is that synchronous transaction proposals intensify the user competition and lead to higher transaction fees. In the asynchronous setting, the competition among users is less, which is reflected through the lower transaction fees.

Moreover, the key insights that the optimal FTET mechanism guarantees the storage sustainability still holds in the asynchronous setting.

**Observation 2:** The optimal FTET mechanism guarantees the storage sustainability under the asynchronous case.

The optimal FTET mechanism specifies the minimum fee-per-byte as the total storage costs per byte (i.e., $\rho^* = C_{\text{tot}}$) in Theorem 3. Thus, it can always guarantee storage sustainability, which has nothing to do with synchronous or asynchronous settings.

On the other hand, the MRTA mechanism cannot always guarantee the storage sustainability (i.e., in Fig. 5(c) when $R < 9 \times 10^{-3}$). The reason will be explained in Fig. 5(c).

2) Fig. 5(b): Impact of the Impatience Level $\gamma$ on $E[\rho_{\text{NE}}^i]$:

We make an interesting observation as follows. 

**Observation 3:** In the optimal FTET mechanism, a higher impatience level $\gamma$ does not always lead to a higher expected fee-per-byte $E[\rho_{\text{NE}}^i]$.

The reason behind Observation 3 is that as $\gamma$ increases, the increased delay cost leads to the lower number of transactions (as illustrated in Fig. 6(b)), which may lower the intensity of fee competition and hence a lower expected fee-per-byte.

3) Fig. 5(c): Impact of the Satisfaction Level $R$ on $E[\rho_{\text{NE}}^i]$: We observe that all the expected fee-per-byte values initially increase with satisfaction level $R$ and then remain constant. The reason is that the number of transactions initially increases and then remains constant (as illustrated in Fig. 6(b)). Hence the intensity of fee competition follows the same trend.

When $R < 9 \times 10^{-3}$, the MRTA mechanism cannot meet the storage sustainability constraint. This result is similar to Observation 3: The increase of mining round time and delay cost may not necessarily increase the expected fee-per-byte to meet the storage sustainability constraint.

C. Social Welfare

The social welfare measures the mechanism’s overall benefit to the system. In this subsection, we study how the number of users $I$, the user’s impatience level $\gamma$, and the user’s satisfaction level $R$ from a transaction affect the social welfare $sw$ under two mechanisms. We set the parameters the same as those in Section VI-B. Fig. 7 illustrates the results. All three subfigures show the same curves with the same legends. We will explain Fig. 7(a) in details.

1) Fig. 7(a): Impact of the Number of Users $I$ on Social Welfare: Considering the left red vertical axis of Fig. 7(a), the FTET-syn and FTET-asyn curves plot the social welfare $sw$ under the optimal FTET mechanism under synchronous and asynchronous transaction proposing, respectively. The MRTA-asyn curves show the social welfare of the MRTA mechanism under the asynchronous setting.
We first observe the optimal FTET mechanism under the synchronous setting: the social welfare first increases in $I$ and then roughly remains constant. When $I$ is small, the number of transactions is small (i.e., Fig. 6(a)) and a transaction’s delay cost is small. Thus, a transaction’s satisfaction level $R$ is higher than its storage and delay costs. As the number of transactions increases with $I$, the social welfare is higher. However, when $I$ is large, the transaction expiration time $T^*$ prevents users from proposing more transactions (i.e., Fig. 6(a)) and suffering large delay costs. Then the social welfare remains constant.

Then we focus on the asynchronous settings. The social welfare of the optimal FTET mechanism under the asynchronous setting is higher than under the synchronous setting. This is because half of the users in the asynchronous setting propose their transactions at the beginning of mining round 6, hence experiencing smaller delay costs than the synchronous case.

Considering the right blue vertical axis of Fig. 7(a), the Improve-asyn curve corresponds to the social welfare improvement of the optimal FTET mechanism over the MRTA mechanism under the asynchronous setting. We observe that the social welfare improvement is significant with an average value of 99.1%. Moreover, the average social welfare improvements in Figs. 7(b) and (c) are 99.6% and 83.2%, respectively. Thus, we make the following observation:

Observation 4: Under the asynchronous transaction proposing, the optimal FTET mechanism achieves an average social welfare improvement of 94.5% over the MRTA mechanism.

The optimal FTET mechanism introduces the transaction expiration to reject the high-delay transactions. Hence the mechanism avoids the high delay cost and increases the social welfare, which has nothing to do with synchronous or asynchronous settings.

2) Fig. 7(b): Impact of the Impatience Level $\gamma$ on Social Welfare: By observing two red curves on the left red vertical axis, we find that the optimal FTET mechanism’s social welfare roughly decreases in $\gamma$, due to the increased delay cost. On the other hand, the MRTA’s social welfare does not significantly change with the impatience level. The MRTA mechanism adjusts the delay cost to a level to meet the storage sustainability constraint, neutralizing the impatience level’s impact on delay cost.

3) Fig. 7(c): Impact of the Satisfaction Level $R$ on Social Welfare: For the left red vertical axis, we notice that the social welfare of both mechanisms increase in $R$, due to each user’s higher satisfaction level from a transaction. For the right blue vertical axis, we observe that the social welfare improvement decreases in $R$. As the social welfare increases, the large delay cost caused by the MRTA mechanism becomes less significant.

D. Pending Transactions’ Impact

We further conduct some numerical analysis on how pending transactions affect users’ strategies. Specifically, when a user makes a decision, he needs to consider the pending transactions proposed earlier and other users’ transaction proposing strategies in the same time slot.

We analyze the users’ expected fee-per-byte under the optimal FTET mechanism. We consider two cases where the numbers of pending transactions are $N = 200$ and $N = 600$, respectively. We assign the fee-per-byte of pending transactions according to the fee-per-byte distribution of Bitcoin’s pending transactions on June 7th, 2022 [46].

Fig. 8 illustrates how the average fee-per-byte of pending transactions’ impact on users’ fee-per-byte.

We observe that the user’s fee-per-byte first increases and then decreases with the fee-per-byte of pending transactions. This observation reflects how users tradeoff between fee and delay. At first, more high-fee pending transactions intensify the fee competition, forcing users to pay higher fees. However, when there are too many high-fee pending transactions, the fee competition is too intense and users would rather pay low fees and bear long delays. Thus, we have the following observation:

Observation 5: Fees may decrease in the number of pending transactions.

We then observe that users’ fee-per-byte has a larger variance under $N = 600$ than under $N = 200$. The reason is as follows: For $N = 600$, there are more pending transactions
than \( N = 200 \). When pending transactions’ average fee-per-byte is low, more pending transactions lead to more intense fee competition and users pay higher fees. When pending transactions’ average fee-per-byte is high, more pending transactions cause the fee competition to become too intense (and more intense than \( N = 200 \)), such that users prefer to pay lower fees than \( N = 200 \).

The key insight that the optimal FTET mechanism guarantees the storage sustainability still holds in Fig. 8 when there are pending transactions proposed earlier.

**Observation 6:** The optimal FTET mechanism guarantees storage sustainability when there are pending transactions proposed earlier.

The optimal FTET mechanism specifies the minimum fee-per-byte as the total storage costs per byte (i.e., \( \rho^* = C_{total} \)) in Theorem 3. Thus, it can always guarantee storage sustainability, which has nothing to do with the pending transactions.

### VII. Conclusion

In this paper, we studied the blockchain storage sustainability issue. We noticed that the key reasons for the issue are miners’ heterogeneous storage costs and users’ low-intensity fee competition. Then we proposed a Fee and Transaction Expiration Time (FTET) mechanism to incentivize users to pay sufficient transaction fees for the storage costs.

We concluded that high-storage-cost miners admit transactions with fees above a time-increasing threshold. We showed that the optimal FTET mechanism ensures the storage sustainability, while achieving the same maximum social welfare when not considering the storage sustainability constraint. Moreover, the system can improve its social welfare by selectively rejecting some transactions suffering high delays. Furthermore, we implemented a blockchain testbed to compare the performance of the optimal FTET mechanism with the state-of-art mining round time adjustment (MRTA) mechanism. The optimal FTET mechanism achieves better storage sustainability and an average social welfare improvement of 94.5% under asynchronous transaction proposing. The social welfare improvement is due to the transaction expiration rejecting high-delay transactions. We find that more pending transactions may lead to lower transaction fees.

In the future work, we will consider a more practical system model where users enter the system following a stochastic process. We will also consider the case where each miner selects transactions according to the optimal solution of the knapsack problem.
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