1. Introduction

With the development of cellular mobile communications and the popularization of various mobile devices and applications, there is a proliferation of cellular users. According to a Cisco network report [1], there will be 5.7 billion cellular network users worldwide by 2023, accounting for 71% of the global population. In addition, with the deployment and implementation of the fifth generation (5G) wireless systems, a growing number of Internet of things (IoT) devices, a high Internet bandwidth, and fast network speeds will contribute to traffic explosion [2,3]. Besides, the growing scale and complexity of the Internet pose significant challenges for network management. Researchers introduce artificial intelligence technologies and build prediction models with machine learning methods to accurately estimate network traffic. For instance, the international telecommunication union (ITU) has established the Focus Group as a platform for bringing more automation and intelligence to network design and management [4–6]. Moreover, accurate traffic prediction plays an essential role in enhancing the quality of service (QoS) [7], alleviating network congestions, and reducing operational expenditures [8].

Existing cellular traffic prediction methods face the following challenges. Firstly, cellular traffic is highly dynamic and influenced by many exogenous factors. For example, important news events or large-scale sports activities may cause a surge in traffic value to a certain extent. Exploiting auxiliary information to infer highly time-varying traffic patterns and improve the prediction performance is a challenge in our study. Secondly, cellular traffic data have complex spatiotemporal correlations among adjacent cells [9,10]. On the one hand, Internet traffic follows periodic patterns over weekdays (e.g., traffic demand is high during the daytime and low in the nighttime). On the other hand, user mobilities make network traffic fluctuate significantly and contribute to spatial correlations of cellular traffic generated by neighboring base stations (BSs). In this case, a challenge worth studying is how to effectively extract complex spatiotemporal dynamics and build a spatiotemporal prediction model with high accuracy.

In recent years, there has been a rapid growth in applying deep learning approaches to characterize complex spatiotemporal correlations. In particular, recurrent neural network (RNN) based models such as long short-term memory (LSTM) neural networks and gate recurrent unit (GRU) neural networks have been widely utilized to capture the long-term temporal dependencies [11–14]. However, these methods are inefficient and time consuming for the long-term forecasting [15]. To tackle the shortcomings of RNN based models, we incorporate Kalman filter with low complexity and interpretability in our study. In Kalman filter [16], the optimal posteriori state can be
corrected by incorporating a new observation into the priori state at each timestep. Thus, approximation errors can be minimized over time, providing more accurate predictions. Nonetheless, Kalman filter is still insufficient because it is challenging to model the spatial correlations of traffic sequences. This prompts us to consider deep neural networks, where convolutional neural networks (CNN) are distinguished by their superior performance for modeling grid-based spatial dependencies of cellular traffic data. In this way, the complex spatiotemporal dependencies can be captured in our study.

Our study proposes a novel deep state space model (DSSM) to perform cellular traffic forecasting. The contributions are three-fold. Firstly, since auxiliary information helps to infer highly time-varying dynamics, we design a traffic prediction model based on multi-source heterogeneous data (including structural data from telco datasets and textual data from social pulse and website news) to improve prediction accuracy. Secondly, we propose an end-to-end framework for spatiotemporal traffic prediction that implements Kalman filter and attention-based CNN to model the long-term temporal and spatial dynamics, respectively. In particular, the Kalman gain in DSSM is an adaptive weight that can proportionally correct the posteriori state by combining the observation and priori state in every timestep, thereby ameliorating error accumulation over time. Thirdly, the changes in the Kalman gain can reflect the importance of the observation and priori state at each timestep to predictions. The visualization of the Kalman gain will help us better understand how the system state changes over time when capturing the long-term temporal dependencies, thereby making the model partially interpretable.

Furthermore, the linear Kalman filter (LKF) is an optimal linear quadratic estimator in linear systems. In contrast, the extended Kalman filter (EKF) can approximate nonlinear functions through Taylor series expansion and achieve optimal state estimation in nonlinear systems. Based on LKF and EKF, we designed two variants including an attention-based linear Kalman filter (A-LKF) and an attention-based extended Kalman filter (A-EKF).

Extensive experiments have been carried out on three real-world datasets to evaluate the prediction accuracy of our proposed A-LKF and A-EKF. It is revealed that the proposed methods exhibit strong empirical performance and outperform other state-of-the-art techniques.

The remainder of this paper is organized as follows. Section 2 provides a brief introduction of related work. Section 3 describes the problem formulation and the details of our proposed models, including A-LKF and A-EKF. Section 4 presents the detailed experiment setup, followed by the analysis of the results in Section 5. Finally, we conclude our study in Section 6.

2. Related work

The cellular traffic prediction methods can be roughly classified into two categories, including statistical and machine learning approaches [2]. The classical statistical models have been widely investigated, such as autoregression (AR), autoregressive integrated moving average [17], exponential smoothing [18], and state space model (SSM) [19–21]. These traditional methods are usually interpretable but often perform poorly in traffic prediction.

Machine learning techniques can be divided into traditional and deep learning approaches. The traditional machine learning methods, such as vector autoregression and support vector regression [22], maintain excellent prediction performance compared with statistical approaches and are extensively used for cellular traffic forecasting. Besides, various studies have also assessed the availability of deep learning techniques for cellular traffic prediction [23–25]. The main advantages of deep learning approaches are handling a large amount of data and modeling traffic dynamics effectively.

RNN and variants such as LSTM neural networks and GRU neural networks can effectively capture the temporal dependencies of network traffic and have a wide range of applications for cellular traffic prediction [26–28]. For instance, Shiang et al. [12] compared the prediction performance between GRU and LSTM neural networks. The results showed that the convergence speed of GRU neural networks is faster than that of LSTM neural networks because GRU neural networks are less complex with a smaller number of gates. Trinh et al. [13] studied stacked multiple LSTM neural networks to capture temporal dependencies of mobile traffic, which verified the effectiveness of LSTM neural networks for multistep prediction. Gao et al. [29] proposed a spatiotemporal attention architecture with hierarchical LSTM neural networks to extract meaningful information. Wang et al. [30] extracted the periodic patterns of cellular traffic through Fourier analysis, and modeled the long-term dependencies and remaining random components with LSTM neural networks and Gaussian process regression, respectively. Wang et al. [31] proposed a data-augmentation-based cellular traffic prediction model. The generative adversarial networks were utilized to generate training samples, which aims to solve the insufficiency of training data. Moreover, LSTM neural networks were used to achieve a multistep prediction. However, the above methods have difficulty characterizing traffic’s spatial dependencies among adjacent cells.

There is a growing body of literature that graph convolutional networks (GCN) [32–35], autoencoder, and CNN are employed to explicitly characterize the spatial dependencies for traffic demand forecasting [36,37]. For example, Wang et al. [38] exploited graph neural networks to model the spatiotemporal correlations of urban cellular traffic. However, the graph-based deep learning approaches suffer several drawbacks, such as an enormous computation burden. In terms of autoencoder-based models, Chen et al. [39] proposed a sparse autoencoder to capture useful features from high-dimensional workload data and used GRU neural networks to extract the long-term temporal dependencies. In [40], Jing et al. utilized a stacked autoencoder to capture the spatial relationships in a Mobile dataset. However, it is not easy to achieve high prediction accuracy. In [41], Zhang et al. modeled the spatiotemporal dependencies by adopting convolutional blocks, indicating the effectiveness of CNN for mobile traffic prediction. Liu et al. [42] categorized traffic volumes into three groups: hourly, daily, and weekly data. Then, three paralleled CNN with residual connections were employed to extract cellular traffic’s closeness, periodicity, and trend patterns. Huang et al. [43] investigated three deep learning models, including CNN, RNN, and a combination of CNN and RNN (CNN–RNN) for traffic forecasting. The experiments revealed that CNN–RNN performed best in modeling spatial and temporal dependencies. Du et al. [44] proposed an irregular CNN to extract the spatial dependencies and used LSTM neural networks to model the temporal relationships. Besides, three paralleled structures were employed to characterize the recent, daily, and weekly traffic passenger flows, respectively. Shen et al. [15] designed a time-wise attention mechanism to capture the long-range temporal dependencies and used CNN to capture the spatial dependencies. Zhao et al. [45] proposed a spatial–temporal attention-convolution network with GCN and CNN to capture the spatial and temporal features simultaneously. Liu et al. [46] designed ST-Trans to explore the temporal and spatial sequences with transformer. Moreover, Wang et al. [47] provided a comprehensive review of deep learning models for spatiotemporal data mining.

Furthermore, various exogenous factors are considered in some studies for cellular traffic prediction [48]. For instance, Assem et al. [49] proposed ST-DenNetFus with a late fusion method and introduced the day of the week, functional regions, and crowd mobilities. Zhang et al. [50] considered BSs, point of interest (PoI), and social activities of a cell for cellular traffic forecasting. Bhokar et al. [51] investigated network configurations and other auxiliary factors for cell load prediction. Besides, Du et al. [44] explored the impact of external information such as weather conditions and social events on the urban traffic passenger flows. Zhao et al. [45] considered traffic data from neighboring cells, PoI, and weather situations, while Zhao et al. [53] considered user movement patterns as external factors. Moreover, Yao
et al. [52] investigated that Twitter messages help better understand the impact of people’s activity patterns on urban traffic and thus improve the prediction performance. Collectively, these studies outline the critical role of auxiliary information in cellular traffic prediction.

3. Problem formulation and framework

In this section, we first briefly present the problem formulation of cellular traffic prediction and then discuss the details of the proposed models (i.e., A-LKF and A-EKF) in the following sections.

3.1. Problem formulation

In this study, we consider the high-dimensional time series forecasting problem. Let \( \mathbf{X} \in \mathbb{R}^{T \times D} = [x_1, x_2, \ldots, x_T]^\top \) denote cellular traffic data. Likewise, let \( \mathbf{E} \in \mathbb{R}^{T \times D_e} = [e_1, e_2, \ldots, e_T]^\top \) denote external data. Our study mainly considers two sources of auxiliary information, including social activities and news. Regarding social activities, we take the location information, the number of users and tweets into consideration. Regarding news data, we consider the number and type of articles published over a period as well as other latent attributes such as holidays and the day of the week.

The formulation of our study can be expressed as the \( h \)-step-ahead forecast problem. To be specific, we aim at learning a predictor \( \mathbf{g}(\cdot) \) to estimate the traffic volume \( \hat{\mathbf{Y}} \in \mathbb{R}^{b \times D} = [y_{T+1}, y_{T+2}, \ldots, y_{T+h}]^\top \), which is shown as follows,

\[
\hat{\mathbf{Y}} = \mathbf{g}(x_1, x_2, \ldots, x_T, e_1, e_2, \ldots, e_T),
\]

where \( h \) denotes the prediction horizon ahead of the current timestep. In a cellular traffic scenario, \( h \) usually ranges from hours to days.

3.2. Framework

Fig. 1 demonstrates an overview of our proposed DSSM with five significant modules, including the exogenous feature extraction, an encoder, Kalman filter, a decoder, and AR. Firstly, the exogenous feature extraction aims to achieve a uniform representation of compelling auxiliary features, and AR is responsible for capturing the scale variations of cellular traffic among adjacent cells, whereas Kalman filter is utilized to estimate the optimal state. Furthermore, the outputs of AR, Kalman filter, and exogenous feature extraction are fused to obtain the final output. We will introduce the building blocks in detail.

**Exogenous feature extraction**: The exogenous feature extraction is designed to encode auxiliary information including social activities, news, and other latent attributes into a feature vector. This paper uses the fully connected layer (FC) to obtain \( \mathbf{O}_1^{\text{ex}} \in \mathbb{R}^{T \times D} = [o_1^{\text{ex}}, o_2^{\text{ex}}, \ldots, o_T^{\text{ex}}]^\top \) and \( \mathbf{O}_2^{\text{ex}} \in \mathbb{R}^{T \times D} = [o_1^{\text{ex}}, o_2^{\text{ex}}, \ldots, o_T^{\text{ex}}]^\top \), which will be further used in the encoder and decoder module, respectively.

**Autoregression**: As mentioned in [53], deep learning models such as RNN can effectively capture the existing patterns from training data but have difficulty extracting insight from test data. To alleviate this problem, a linear model is employed to capture the scale changes from the test data and improve the prediction performance, which has also been discussed in [54]. In this paper, we utilize AR as the linear module. Let \( \mathbf{W}_a \) and \( \mathbf{b}_a \) denote weight and bias respectively, then the output \( \sigma_t \in \mathbb{R}^D \) at time \( t \) can be calculated by using (2),

\[
\sigma_t = \mathbf{W}_a \mathbf{x}_t + \mathbf{b}_a. \tag{2}
\]

**Encoder**: The encoder module utilizes CNN and an attention mechanism to extract the spatial features of cellular traffic. With the ability to model local dependencies among variables, the convolutional blocks are adopted to capture the spatial characteristics via the following formulation,

\[
\mathbf{O}^{\text{enc}} = \mathbf{g}_\text{enc}(\mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_T). \tag{3}
\]

where \( \mathbf{O}^{\text{enc}} \in \mathbb{R}^{T \times D} = [o_1^{\text{enc}}, o_2^{\text{enc}}, \ldots, o_T^{\text{enc}}]^\top \). \( \mathbf{g}_\text{enc}(\cdot) \) represents the convolutional operation with layer normalization [55] followed by Relu function as the activation function.

Besides, we employ a self-attention mechanism to select relevant hidden states across all timesteps automatically. Specifically, the query, key, and value matrices are denoted as \( \mathbf{Q}, \mathbf{K}, \) and \( \mathbf{V} \), respectively. They can be obtained via matrix multiplication between \( \mathbf{O}^{\text{enc}} \) and learnable weights, namely \( \mathbf{W}^Q, \mathbf{W}^K, \) and \( \mathbf{W}^V \),

\[
\mathbf{Q} = \mathbf{O}^{\text{enc}} \mathbf{W}^Q, \mathbf{K} = \mathbf{O}^{\text{enc}} \mathbf{W}^K, \mathbf{V} = \mathbf{O}^{\text{enc}} \mathbf{W}^V. \tag{4}
\]

The output of the self-attention mechanism \( \mathbf{O}^{\text{att}} \in \mathbb{R}^{D} \) can be computed via a scaled dot-product function [55] by using (5),

\[
\mathbf{O}^{\text{att}} = \text{softmax}(\mathbf{Q} \mathbf{K}^\top \sqrt{\mathbf{D}}) \mathbf{V}. \tag{5}
\]

Then, \( \mathbf{O}^{\text{att}} \) and \( \sigma_t \) are aggregated as \( \mathbf{O}^{\text{concat}} \in \mathbb{R}^{D} \). The two parallel FC output an observation \( \mathbf{z}_t \in \mathbb{R}^{D} \) and a vector \( \mathbf{l}_t \in \mathbb{R}^{D} \) with the following formula,

\[
\mathbf{z}_t = \text{Relu}(\mathbf{W}_z \mathbf{O}^{\text{concat}} + \mathbf{b}_z), \tag{6}
\]

\[
\mathbf{l}_t = \text{Relu}(\mathbf{W}_l \mathbf{O}^{\text{concat}} + \mathbf{b}_l), \tag{7}
\]

where \( \mathbf{z}_t \) is a new observation, which can be used to estimate the posteriori state while \( \mathbf{l}_t \) is used to calculate the measurement noise \( \mathbf{R}_t \) in Kalman filter module. \( \mathbf{W}_z, \mathbf{W}_l, \mathbf{b}_z, \mathbf{b}_l \) represent the learnable parameters, respectively.

**Kalman Filter**: As a famous algorithm in SSM, Kalman filter [56] can achieve the optimal estimation with state equations and measurement equations, which has been widely used in dynamic systems.

In Kalman filter [56–58], it is assumed that the process noise and the measurement noise are zero-mean Gaussian random variables with covariance matrices \( \mathbf{Q} \) and \( \mathbf{R} \), respectively. \( \mathbf{Q}, \mathbf{R} \), and estimated state covariance matrix \( \mathbf{P} \) are assumed as diagonal matrices in our study. Let \( \mathbf{I} \) and \( \lambda \) denote the eigenvector of \( \mathbf{R} \) and \( \mathbf{Q} \), respectively. \( \mathbf{I} \) can be calculated via Eq. (7) and \( \lambda \) can also be obtained via the FC. Then, \( \mathbf{R}_t \) can be achieved via \( \mathbf{R}_t = \text{diag}(\mathbf{I}) \), while \( \mathbf{Q} \) can be obtained by \( \mathbf{Q} = \text{diag}(\lambda) \).

In our study, we propose A-LKF and A-EKF based on linear Kalman filter and extended Kalman filter, respectively. In A-LKF, the estimated optimal state can be calculated with the following two steps [56].

- **Prediction step**: Specifically, let \( \hat{x}_{t-1} \) and \( P_{t-1} \) denote the optimal posteriori state and covariance at \( t - 1 \) timestep, respectively. Then the priori state \( \hat{x}_{t|t-1} \) and covariance \( P_{t|t-1} \) at time \( t \) can be computed by using (8) and (9),

\[
\hat{x}_{t|t-1} = \mathbf{F} \hat{x}_{t-1}, \tag{8}
\]

\[
P_{t|t-1} = \mathbf{FP}_{t|t-1} \mathbf{F}^\top + \mathbf{Q}. \tag{9}
\]

where \( \mathbf{F} \) represents the transition matrix. It is assumed as a diagonal matrix with the eigenvector of \( \mathbf{I} \), which can be learned from a neural network. Then, \( \mathbf{F} \) can be obtained via \( \mathbf{F} = \text{diag}(\lambda) \).
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• Update step: The new observation \( z_t \) is available at time \( t \) by using (6) and the Kalman gain, represented as \( K \), is computed by using (10). Then the optimal posteriori state \( \hat{x}_{t|t} \) and covariance \( P_{t|t} \) at time \( t \) can be obtained via the measurement update equations [59], which are given as follows,

\[
K = P_{t|t-1} H^T (H P_{t|t-1} H^T + R)^{-1},
\]

(10)

\[
\hat{x}_{t} = x_{t|t-1} + K(z_t - H \hat{x}_{t|t-1}),
\]

(11)

\[
P_{t|t} = (I - KH)P_{t|t-1},
\]

(12)

where \( I \) denote the identity matrix. Please note the matrix \( H \) is an identity matrix in A-LKF.

It can be observed from Eq. (12) that the Kalman gain is an adaptive weight to balance the observation \( z_t \) and the priori state \( \hat{x}_{t|t-1} \). A larger Kalman gain represents a more significant contribution of the observation to correct the posteriori state and vice versa.

Likewise, A-EKF can also be conducted with the prediction step and update step to achieve the optimal state estimation [60].

• Prediction step: The priori state \( \hat{x}_{t|t-1} \) and covariance \( P_{t|t-1} \) can be obtained by using (14) and (15),

\[
\begin{align*}
\hat{x}_{t+1} &= f(\hat{x}_{t}), \\
P_{t+1|t} &= J_f(\hat{x}_t) P_{t|t} J_f(\hat{x}_t)^T + Q,
\end{align*}
\]

(14)

(15)

where \( f(\cdot) \) denotes a nonlinear function and \( J_f(\cdot) \) is the Jacobian of \( f(\cdot) \). Many types of nonlinear functions can be used in our study. The quadratic function is a nonlinear function that has been widely used in EKF [61,62]. Therefore, we use \( f(x) = a_0 + a_1 x + a_2 x^2 \) as the nonlinear function in A-EKF, where \( a_0, a_1, a_2 \) can be obtained via a neural network.

• Update step: The optimal posteriori state \( \hat{x}_t \) and covariance \( P_t \) at time \( t \) can be calculated with the following formula,

\[
\begin{align*}
S_t &= J_h(\hat{x}_{t|t-1}) P_{t|t-1} J_h(\hat{x}_{t|t-1})^T + R, \\
K &= P_{t|t-1} J_h(\hat{x}_{t|t-1}) S_t^{-1}, \\
\hat{x}_t &= \hat{x}_{t|t-1} + K(h(\hat{x}_{t|t-1}) - h(\hat{x}_{t|t-1})), \\
P_t &= (I - K J_h(\hat{x}_{t|t-1})) P_{t|t-1}.
\end{align*}
\]

(16)

(17)

(18)

(19)

where \( h(\cdot) \) is the nonlinear measurement function and \( J_h(\cdot) \) refers to the Jacobian of \( h(\cdot) \). Here, we also consider a quadratic function as the nonlinear equation, i.e., \( h(x) = \beta_0 + \beta_1 x + \beta_2 x^2 \), where \( \beta_0, \beta_1, \beta_2 \) can be obtained by a neural network.

Decoder: The output of the Kalman filter \( \hat{o}_t^{kal} \in \mathbb{R}^D \) at time \( t \) can be achieved by using (20),

\[
\hat{o}_t^{kal} = \text{Relu}(W_1^T \hat{x}_t + b_1),
\]

(20)

where \( W_1 \) and \( b_1 \) are learnable parameters, respectively.

Finally, the exogenous information is further fused to enhance prediction accuracy. To be specific, let \( W_y, W_z, W_3 \) denote learnable parameters, then the prediction value \( \hat{Y} \) can be obtained with the following formulation,

\[
\hat{Y} = \text{Relu}(W_1^{kal} \hat{o}_t^{kal} + W_2^T \hat{o}_t^{pred} + W_3^T \hat{o}_t^{ocal} + b).
\]

(21)

4. Experiments

4.1. Dataset description

We conduct experiments on three real-world datasets, including telco data from the city of Milan and the province of Trentino as well as LTE traffic data from a private operator.

The telco data [63] record three types of call detail records (CDRs), i.e., the short message service (SMS), call service, and Internet service from 1 November 2013 to 1 January 2014 with a temporal interval of 10 min. For convenience, we concentrate on Internet traffic forecasting with time granularity in hours, and our proposed models can also be applied to the prediction of SMS and call services. Regarding the spatial dimension, Milan city is divided into a grid of \((100 \times 100)\) squares, whereas the Trentino region is partitioned into a grid of \((117 \times 98)\) cells. They are publicly available and can be obtained on Harvard Dataverse [64,65].

In terms of the auxiliary information in Milan and Trentino, we consider two sources of exogenous data, including social pulse and website news data. The social pulse data are composed of Twitter messages posted by users, which contain the anonymized username, geographical location, and the timestamp of the published tweet, etc. Moreover, the news data collect published articles on the websites, containing the topics and types of published articles as well as the geographical locations. Both datasets are also publicly available. Specifically, the social pulse and news data of Milan city can be obtained through [66,67], and that of Trentino province can be accessed via [68,69].

The LTE traffic data are collected from a private operator. It records the downlink traffic volume (GB) from 28 December 2020 to 12 January 2021 with a temporal interval of 1 h. Besides, we use the historical downlink average throughput data and the timestamp information as auxiliary factors. This dataset is private and not available to the general public.

4.2. Evaluation metrics

We choose root mean square error (RMSE), mean absolute error (MAE), and empirical correlation coefficient (CORR) [53] as evaluation metrics to assess the performance of different methods for cellular traffic prediction. They are defined as,

\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (Y_i - \hat{Y}_i)^2},
\]

(22)

\[
\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |Y_i - \hat{Y}_i|,
\]

(23)

\[
\text{D}_{i,d} = Y_{i,d} - \text{mean}(Y_i),
\]

(24)

\[
\text{D}^{\text{pred}}_{i,d} = \hat{Y}_{i,d} - \text{mean}(Y_i),
\]

(25)

\[
\text{CORR} = \frac{1}{N} \sum_{i=1}^{N} \frac{\sum_{d=1}^{D} (D_{i,d})(\hat{D}_{i,d})}{\sqrt{\sum_{d=1}^{D} (D_{i,d})^2} \sqrt{\sum_{d=1}^{D} (\hat{D}_{i,d})^2}}
\]

(26)

4.3. Baselines

To demonstrate the effectiveness of the proposed models, we compare A-LKF and A-EKF with the following baselines.

• LSTM: It is a deep learning method using LSTM cells that can learn both short-term and long-term temporal dependencies within time series.

• GRU: This is a sequential model using GRU cells, which is of a simple structure and has been widely used in time series prediction.

• GCN: This architecture is utilized to capture the spatial dependencies of traffic data.

• DeseNet [41]: It utilizes paralleled CNN to adaptively capture spatiotemporal correlations of cellular traffic among neighboring cells.

• DeepAuto [51]: It uses three paralleled LSTM to capture the trend, period, and closestness traffic patterns. Besides, auxiliary factors have been utilized to improve the prediction performance.
In this section, we conduct extensive experiments on three real-world datasets to evaluate the performance of a total of nine methods for cellular traffic prediction.

Table 1

<table>
<thead>
<tr>
<th>Methods</th>
<th>Metrics</th>
<th>Milan 1-hour</th>
<th>Milan 1-day</th>
<th>Trentino 1-hour</th>
<th>Trentino 1-day</th>
<th>LTE traffic 1-hour</th>
<th>LTE traffic 1-day</th>
<th>Average rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-EKF</td>
<td>RMSE</td>
<td>577.842</td>
<td>549.318</td>
<td>598.231</td>
<td>560.146</td>
<td>1768.217</td>
<td>1738.569</td>
<td>1.108</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>0.955</td>
<td>0.952</td>
<td>0.948</td>
<td>0.947</td>
<td>0.955</td>
<td>0.954</td>
<td>0.954</td>
</tr>
<tr>
<td>A-LKF</td>
<td>RMSE</td>
<td>527.286</td>
<td>499.895</td>
<td>559.123</td>
<td>521.234</td>
<td>1703.895</td>
<td>1676.234</td>
<td>0.998</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>0.950</td>
<td>0.948</td>
<td>0.951</td>
<td>0.950</td>
<td>0.950</td>
<td>0.950</td>
<td>0.950</td>
</tr>
<tr>
<td>STCNet</td>
<td>RMSE</td>
<td>586.002</td>
<td>558.502</td>
<td>633.231</td>
<td>605.146</td>
<td>2147.231</td>
<td>2118.569</td>
<td>1.074</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>0.965</td>
<td>0.965</td>
<td>0.965</td>
<td>0.965</td>
<td>0.965</td>
<td>0.965</td>
<td>0.965</td>
</tr>
<tr>
<td>DeepAuto</td>
<td>RMSE</td>
<td>631.876</td>
<td>604.318</td>
<td>685.123</td>
<td>647.234</td>
<td>2247.231</td>
<td>2218.569</td>
<td>1.108</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>0.955</td>
<td>0.955</td>
<td>0.955</td>
<td>0.955</td>
<td>0.955</td>
<td>0.955</td>
<td>0.955</td>
</tr>
<tr>
<td>LSTM</td>
<td>RMSE</td>
<td>641.876</td>
<td>614.318</td>
<td>705.123</td>
<td>667.234</td>
<td>2347.231</td>
<td>2318.569</td>
<td>1.074</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>0.965</td>
<td>0.965</td>
<td>0.965</td>
<td>0.965</td>
<td>0.965</td>
<td>0.965</td>
<td>0.965</td>
</tr>
<tr>
<td>GRU</td>
<td>RMSE</td>
<td>673.683</td>
<td>646.318</td>
<td>755.123</td>
<td>717.234</td>
<td>2547.231</td>
<td>2518.569</td>
<td>1.108</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>0.976</td>
<td>0.976</td>
<td>0.976</td>
<td>0.976</td>
<td>0.976</td>
<td>0.976</td>
<td>0.976</td>
</tr>
<tr>
<td>CNN</td>
<td>RMSE</td>
<td>696.876</td>
<td>669.318</td>
<td>785.123</td>
<td>747.234</td>
<td>2847.231</td>
<td>2818.569</td>
<td>1.108</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>0.976</td>
<td>0.976</td>
<td>0.976</td>
<td>0.976</td>
<td>0.976</td>
<td>0.976</td>
<td>0.976</td>
</tr>
</tbody>
</table>

5.1. Prediction performance and analysis

In this section, we rank the results for each group and utilize the average rank to compare the prediction performance. Table 1 summarizes the results on three real-world datasets with RMSE, MAE, and CORR metrics. It is observed that LSTM, GRU neural networks, and GCN perform poorly among the nine approaches considered in our study. It is because LSTM and GRU neural networks cannot capture the spatial dependencies, while GCN cannot effectively extract the long-term temporal dependencies of cellular traffic data. DeseNet can extract cellular traffic's closeness, period, and trend patterns with three paralleled CNN, thus performing better than LSTM neural networks, GRU neural networks, and GCN. For DeepAuto, the three LSTM neural networks are adopted to extract the instantaneous, periodic, and seasonal patterns, respectively. Besides, the external factors are also merged with a fusion layer. Therefore, DeepAuto performs better than LSTM and GRU neural networks. For STCNet, ConvLSTM and CNN are separately applied to seize the spatiotemporal dependencies and exogenous features, verifying the validity of auxiliary features for cellular traffic prediction.

ST-Tran [46] is a spatiotemporal prediction model based on transformer. It can be observed that ST-Tran achieves the best performance among the above baselines. Compared with our proposed methods (i.e., A-LKF and A-EKF), it performs better in the 1-hour ahead prediction but worse in the 1-day ahead prediction. This is because that transformer has the error accumulation problem when performing long-term time series prediction [71]. As the timestep increases, small errors gradually lead to large errors. In contrast, our proposed models can use Kalman gain to adaptively balance the observation and prior state to obtain the optimal posteriori state at each timestep, allowing the accumulated errors in the observations to be alleviated. Therefore, our proposed models can provide more accurate predictions in long-term traffic forecasting.

The performance of our proposed models, including A-LKF and A-EKF, generally outperform the above benchmarks. There are several

4.4. Experimental details

Preprocessing: The Min–Max normalization [50] is utilized to scale the numerical data such as cellular traffic, tweet coordinates, and the number of users, tweets, and articles to the interval of [0, 1]. Furthermore, we transform metadata such as holidays and the day of the week via one-hot encoding.

Hyperparameters: The grid search is conducted for all tunable hyperparameters. For other models, all baseline models use the parameters provided by the papers. Specifically, we select RMSE as the loss objective function and utilize Adam algorithm [70] to optimize parameters.

In our study, we select the neighboring 25 cells for experiment with the center cell in the middle. In terms of the center cells, we choose the square id of 5060 (W = 50, H = 50) in Milan and the square id of 5085 (W = 50, H = 85), 5680 (W = 56, H = 80) in Trentino. We set horizon h = 1, 24 to forecast traffic for the next 1 h and 1 day, respectively. We reckon cellular traffic from the last seven days as the test data and all traffic before as training data and validate data. The optimal results are highlighted in boldface and underlined italics for each metric. We conduct all experiments on a Linux server with four 12 GB GPUs with NVIDIA TITAN X (Pascal).

5. Results

In this section, we conduct extensive experiments on three real-world datasets to evaluate the performance of a total of nine methods for cellular traffic prediction.

- STCNet [50]: It uses convolutional long short term memory (ConvLSTM) and CNN to model the spatiotemporal dependencies and exogenous factors, respectively.
- ST-Tran [46]: It utilizes transformer to characterize the spatiotemporal relationships of cellular traffic.

- LSTM, GRU neural networks, and GCN perform poorly among the nine approaches considered in our study. It is because LSTM and GRU neural networks cannot capture the spatial dependencies, while GCN cannot effectively extract the long-term temporal dependencies of cellular traffic data. DeseNet can extract cellular traffic's closeness, period, and trend patterns with three paralleled CNN, thus performing better than LSTM neural networks, GRU neural networks, and GCN. For DeepAuto, the three LSTM neural networks are adopted to extract the instantaneous, periodic, and seasonal patterns, respectively. Besides, the external factors are also merged with a fusion layer. Therefore, DeepAuto performs better than LSTM and GRU neural networks. For STCNet, ConvLSTM and CNN are separately applied to seize the spatiotemporal dependencies and exogenous features, verifying the validity of auxiliary features for cellular traffic prediction.
possible explanations for this. Firstly, we extract the auxiliary features from multi-source heterogeneous data for cellular traffic prediction, contributing to improving the prediction accuracy. Secondly, the encoder module and Kalman filter can fully extract the spatiotemporal correlations of cellular traffic. In particular, the Kalman gain is used to adaptively balance the observation and the priori state at each timestep, thereby reducing the error accumulation and enhancing the prediction performance. Thirdly, AR can capture the scale changes of traffic and further improve the prediction accuracy of our proposed models.

Furthermore, in terms of the two proposed variants, A-EKF slightly performs better than A-LKF. It is known that traffic data have nonlinear characteristics. A-LKF adopts linear state and measurement equations to capture the long-term temporal dependencies. In comparison, A-EKF uses Taylor series expansion to approximate nonlinear functions, which can more accurately model the nonlinear temporal characteristics of the traffic sequence, Thus obtaining better prediction performance than A-LKF.

5.2. Ablation study

To better understand the importance of each module (i.e., the attention mechanism, the exogenous feature extraction, and AR), we conduct the ablation experiment on LTE traffic data. Specifically, we only remove one module in A-LKF framework and name A-LKF without different structures.

• A-LKF/oAr: The A-LKF architecture without AR.
• A-LKF/oExo: The A-LKF architecture without the exogenous feature extraction.
• A-LKF/oAtt: The A-LKF architecture without the attention mechanism.

The results of the ablation experiment are displayed in Fig. 2, Fig. 3, and Fig. 4 in terms of RMSE, MAE, and CORR, respectively. It can be observed that removing the attention mechanism or exogenous feature extraction (i.e., A-LKF/oAtt or A-LKF/oExo) indeed deteriorates the prediction performance to some degree, but removing AR (i.e., A-LKF/oAr) has the most significant impact on performance degradation. Collectively, the results show that these three modules together lead to the better predictive performance of our proposed models for cellular traffic prediction.

5.3. Visualization analysis

Some related studies reveal that Kalman filter is interpretable as it yields valuable interpretable information [20,72]. For instance, the Kalman gain is an adaptive weight that can balance the observation and priori state to obtain the optimal posteriori state at each timestep. For better illustration, we visualize the Kalman gain in A-LKF over 24 h, which can be seen in Fig. 5. The mean of the Kalman gain matrix is calculated and averaged over all sequences, which can be used as an aggregated indicator of the Kalman gain matrix. It can be observed that when timestep is less than six, the indicator decreases with the timestep increases. It shows that the model relies more on the observation. As timestep continues to increase, the proportion of the priori state gradually increases. When timestep reaches 15, the Kalman gain tends to be stable, indicating that the observation and priori state have reached equilibrium. Therefore, the visualization of the Kalman gain can provide an excellent opportunity to explain how the system state changes over time when extracting the long-term temporal dependencies.

6. Conclusion

This paper proposes a DSSM with two variants, including A-LKF and A-EKF, to capture spatiotemporal dependencies of cellular traffic among neighboring cells. Moreover, our proposed models consist of five modules: an encoder, Kalman filter, a decoder, exogenous feature extraction, and AR. In particular, an encoder is implemented to extract the spatial dependencies, and Kalman filter is employed to capture the long-term temporal correlations. Moreover, exogenous feature extraction and AR are also adopted to improve predictive performance accuracy further. Extensive experiments have been conducted on three
real-world datasets. The results show the effectiveness of our proposed models and outperform other state-of-the-art approaches for cellular traffic forecasting. Besides, the ablation experiment reveals that the attention mechanism, the exogenous feature extraction, and AR are jointly utilized to enhance the prediction performance.

One possible extension of this paper is to utilize a knowledge graph to extract exogenous factors from semantic information for cellular traffic prediction. Besides, the estimation of the dynamic systems can also be extended to unscented Kalman filter and particle filter, which would be an exciting direction for future research.
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